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Preface

The International Conference on Ad-Hoc Networks and Wireless (AdHoc-Now) is one
of the most popular series of events dedicated to research on ad-hoc, mobile and
wireless sensor networks, and computing. Since its inception in 2002, the conference
has been held 17 times in seven different countries and the 18th edition in 2019 was
held in Luxembourg, during October 1-3.

We wish to thank all of the authors who submitted their work. This year,
AdHoc-Now received 64 submissions and 37 papers were accepted for presentation as
full contributions after a rigorous review process involving the Technical Program
Committee (TPC) members, external reviewers, and the TPC chairs. Moreover, owing
to the high quality of the received submissions, ten papers were accepted as short
contributions.

The AdHoc-Now 2019 program was organized in eight sessions grouping the
contributions into the following topics: IoT for Emergency Scenarios and Disaster
Management, Scheduling and Synchronization in WSN, Routing Strategies for WSN,
LPWANSs and Their Integration with Satellite, Performance Improvement of Wireless
and Sensor Networks, Optimization Schemes for Increasing Sensors Lifetime, Vehic-
ular and UAV Networks, Body Area Networks, IoT Security and Standardization. In
each of these sessions, new ideas and directions were discussed among attendees from
both academia and industry, thus, providing an in-depth and stimulating view on the
new frontiers in the field of mobile, ad hoc, and wireless computing.

The conference was also enriched by the following five distinguished keynote
speakers that completed a high-level scientific program: Federico Clazzer, Stefano
Cioni, Alexander Geurtz, Markus U. Mock, and Omar Qaise.

We would like to thank all of the people involved in AdHoc-Now 2019. First of all,
we are grateful to the TPC members and the external reviewers for their help in
providing detailed reviews of the submissions, to Albert Bel Pereira, our submission
and proceedings chair, to Latif Ladid, our publicity chair, to Marylene Martin, our Web
and registration chair. A special thanks goes to Marylene Martin for her valuable
support in the local organization and the arrangements of the event. We also thank the
team at Springer for their great support throughout the entire process, from the sub-
mission until the proceedings production.

Finally, the organization was made possible through the strong help of our
supporters: Springer and Springer’s Lecture Notes in Computer Science (LNCS), Wiley
Internet Technology Letters (ITL), IEEE COMSOC IoT Emerging Technologies
Subcommittee. A special thank you to all of them.

October 2019 Maria Rita Palattella
Stefano Scanzio
Sinem Coleri Ergen
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Resilient Information Management
for Information Sharing in Disaster-Affected
Areas Lacking Internet Access

Toshiaki Miyazakil(m), Kazuya Anazawa®, Yasuyuki Maruyama',
Seiya Kobayashi', Toku Segawa', and Peng Li'

! The University of Aizu, Aizu-Wakamatsu, Fukushima 965-8580, Japan
{miyazaki,mb221147,mb231134, 1240191,
pengli}@u-aizu.ac. jp
2 NTT Network Innovation Laboratories, Yokosuka 230-0847, Japan
kazuya. anazawa. xt@hco.ntt. co. jp

Abstract. We are developing a resilient information management (RIM) sys-
tem that enables people to share critical information with each other to rescue
victims just after disasters have happened. The RIM system works on a locally
and quickly established WiFi network environment. Thus, using this system,
people can manage and share various types of information including medical
information, damaged area and map information, and supply/demand informa-
tion even if the Internet and communication network infrastructures have col-
lapsed. In this paper, we introduce the concept of the RIM system and its current
status with some related-technologies.

Keywords: Disaster information management - WiFi network -
Data synchronization - Localization

1 Introduction

Japan is one of the countries that are most vulnerable to natural calamities. In 2011, a
catastrophic earthquake occurred in the northern part of Japan, which led to a tsunami
that affected a huge area. At that time, lifeline and communication infrastructures were
impaired or destroyed, leaving the physically damaged areas isolated. When a disaster
occurs, people try to communicate with others to confirm their safety, seek help, and
gather evacuation information. To support the public and understand the situation in the
disaster-affected area, some systems have been proposed [1, 2]. In addition, the shared
information platform for disaster management or SIP4D [3] system works today to
realize information sharing among various governmental organizations in Japan. It is
very useful for governmental organizations to formulate decision making to rescue
victims. However, the above mentioned systems cannot operate without the Internet
and communication infrastructure. To overcome this problem, Nippon Telegraph and
Telephone (NTT) developed a movable and deployable information and communica-
tion technology resource unit, named MDRU [4]. A WiFi communication environment
can be established quickly by deploying an MDRU in a disaster area. NTT also created

© Springer Nature Switzerland AG 2019
M. R. Palattella et al. (Eds.): ADHOC-NOW 2019, LNCS 11803, pp. 3-17, 2019.
https://doi.org/10.1007/978-3-030-31831-4_1
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several applications using MDRU that are useful in disaster situations. A typical
application is based on voice-over-internet protocol (VoIP). Using such an application,
people can make phone calls to each other in a network isolated area using their own
phone numbers. However, in the case of a disaster, a lot of information needs to be
appropriately delivered to the public.

In this paper, we propose a resilient information management (RIM) system. The
proposed RIM system consists of mobile terminals such as smartphones and/or tablets,
and a RIM server. Using this system, people can manage and share important infor-
mation including medical information for rescue plans and actions, damaged area and
map information, and supply/demand information. The RIM system uses a locally
established WiFi network environment established using an MDRU. Thus, a RIM
system can be deployed even where the Internet or any other communication network
infrastructure cannot be used. In addition, a mobile relay node, called a RIM extender,
is introduced to expand the wireless communication range. It functions in a manner
similar to a RIM server and automatically buffers information from mobile terminals
and uploads the information to the RIM server if it comes within the communication
range of the RIM server. Furthermore, it is critical to search for and discover any
victims buried under collapsed buildings urgently after a natural disaster. In recent
years, people have become accustomed to carrying smartphones. Based on this fact, we
developed a smartphone finder to locate effectively a smartphone with its owner under
a collapsed building.

The main contribution of this paper is to propose:

1. an integrated information management and sharing mechanism supporting rescuers
and victims,

2. a map-based information sharing method not dependent on the Internet,

a RIM extender to expand a wireless communication area, and

4. a smartphone finder to find victims under collapsed buildings with their own
smartphones.

et

The remainder of the paper is organized as follows. First, Sect. 2 provides an
overview of the RIM system. Second, Sect. 3 explains implementation-related issues.
Next, Sect. 4 discusses additional functions to expand the usage area of the RIM
system. Then, Sect. 5 reports the current status of the RIM system and provides
remarks. Finally, Sect. 6 presents the conclusions.

2 System Overview

Figure 1 is an overview of the RIM system depicting many mobile terminals such as
smartphones and/or tablets, and a RIM server. The RIM server has a relational database
management system (RDBMS) and a map information server to manage the infor-
mation collected from mobile terminals. An application program called a RIM client
runs on each mobile terminal. Users can view the information stored in the RIM server
on their mobile terminals and share it with others. They can also input information
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through their own mobile terminals. To obtain the location of the information using
maps, a map information server is installed locally since the RIM system is likely to be
used in disaster situations where communication infrastructure and Internet-based map
services such as Google Maps [5] would not be available.

Figure 2 displays the top view of the RIM client application. There are two view
modes: normal mode and medical mode. The normal mode is for normal users, while
the medical mode is for rescuers or doctors. The view modes can be switched
depending on the user. As shown in Fig. 2(a) and (b), they have the same button menus
from (1) to (8) except the HELP/TRIAGE button (7). The functions of some buttons are
described below.

2.1 Medical Information Management

A triage support function is provided for rescuers/doctors. This function is activated by
clicking the TRIAGE button (7) shown in Fig. 2(b). Triage is often performed using a
standard triage flow called START [6]. Our triage function also follows the START
flow and triaged colors (green, yellow, red, and black) which are automatically
determined depending upon the button the user clicks or the information the user
inputs. Even for well-trained rescuers, a quick triage scheme should be provided. To
support both step-by-step and a quick triage, we introduced a unique menu set and
menu transition path to help move from one menu to another. If the menu is swiped up,
the four-color buttons are displayed and the user can decide the color immediately,
switched depending on

H << This bridge
ere, was damaged.
blankets! Don't use!
the user roles (Victim or This is a

Rescuer) Victim’s Triage Route
info.

RIM client menus can be

-

Information RIM client
collecting, (Smartphone)
dispatching, and
delivering l !
; “‘ evacutat'lon
route!
. £
| |
|
\ /
Data sync.
\\ 4 ,  btw. isolated : \ :
< 7’ >
~e_ - RIM servers @g_f@ \ /
Covered area of local Wi-Fi RIM extender A R 4
established by MDRU (Message ferry) S22

Fig. 1. An overview of RIM system
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(a) Normal mode (b) Medial mode

8 ®"® Qe
o @9 . ;
©0penStreetMap Contributors @ __.©OperiStreetMap Contributors
‘e _leo® 0 e |6, O20 6 0

(1) Dangerousplace info. input, (2) Goods supply, (3) Goods demand (request),
(4) Route search, (5) Chatfunction, (6) Display map, (7) Help/Triage,
(8) Display current terminal status &8og, (9) Team info. (Medical mode only)

Fig. 2. Top views of RIM client application

which is intended to be convenient for well-trained rescuers. In addition to the color,
some supplementary information for the injured person can be added. Figure 3 shows
the unique graphical user interface (GUI) and menu structure for the triage function. By
swiping right, the triage can be done step by step. Further, some detailed information,
such as respiratory rate, can be input by swiping down. As shown in Fig. 3, the menus
can be displayed to perform the triage process by swiping right/left, while an appro-
priate menu can be selected depending on the input information level or triage skill by
swiping up/down. Furthermore, by clicking the upper-left button with the shape of a
human body, the user can input more details about the injured person, i.e., the injured
part of the body and its status such as fracture and bleeding. A photo taken using
smartphone/tablets cameras can also be attached if needed (See Fig. 3). If the HELP
button (7) shown in Fig. 2(a) is clicked, a simple menu will be displayed to report the
injured person in need of medical help. There are only two buttons in the display
representing whether or not the injured person can walk. This is based on the simplified
triage method advised by a medical doctor.

Triage and help information is gathered at the RIM server, which helps in rescue
team establishment and task assignment. The assigned task information should be
delivered to the terminal of each rescuer. The assigned task information includes the
first meeting place, locations and status of the injured persons, articles that the rescue
team has to carry, and the best map route to reach injured persons. Figure 4 is GUI of
the RIM server showing an established rescue team and the assigned task.
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. Triage process based on ‘START’ method

" Quick triage

I T T T T O s Input information
——1—F—1—1—1— level is changed by
[ T cee ] [ oo I oo ] S swiping up/down
(e h
£ Detail triaged
T S O TS T information
[ e o]
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Fig. 3. Menu structure for triage

2.2 Damaged Area and Map Information Management

The RIM system also manages information on the damaged geographic area, including
incidents, and their locations. The user can report damaged area information such as
broken roads and bridges with photos and exact locations obtained using the GPS
receiver in the mobile terminal. This type of information can be input using the menu
button (1) shown in Fig. 2(a) or (b). All uploaded data to the RIM server, which
include damaged areas and injured persons, are displayed on a map on each mobile
terminal. The best transportation route to reach a destination while avoiding damaged
areas is also suggested on the map. Here, as mentioned earlier, map servers such as
Google Maps cannot be used, because in catastrophic situations the Internet and other
commercial network services might collapse. Thus, we provide a map server function
along with the RIM server.

2.3 Supply/Demand Information Management

The RIM system can also manage supply and demand (request) information for goods
to be distributed among people in need. If the users register goods supply or demand
information (e.g., goods names, and their quantity, time, and condition) via their
mobile terminals, the RIM server stores this information and performs automatic
supply/demand matching. If some matches are successfully established, the matching
results will be delivered to the mobile terminal of the user who registered supply or
demand information. Figures 5(a) and (b) show mobile terminal views on a map for the
goods supply input, and the goods demand input, respectively. The view will be
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displayed if the menu button (2) or (3) shown in Fig. 2(a) or (b) is clicked. The goods
supply/demand information is indicated on the map of each RIM client once the
information is input as shown in Fig. 5(c).

2.4 Chat Function

A chat function is also provided to facilitate communication among people through
short messages. Figure 6 shows a screenshot of the chat function on a mobile terminal.
This function starts if the chat button (5) shown in Fig. 2(a) or (b) is clicked. By
selecting chat groups or rooms, the user can join different chat groups if the join request
is accepted by the group. The RIM server provides a chat broker function that saves all
chat logs.

< MENU wE BN R
M 3 < MENU s Bin f%ﬁ‘
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o ®
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(b) Goods

supply input HELP REPORTS

(c) Display of goods
supply/demand information

Fig. 5. Screen snapshots of goods demand (request) and goods supply information input menus
and display to show matched supply/demand information
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3 Implementation

Figure 7 shows the implementation architecture of the RIM system. The RM server can
be realized in the server machine in the MDRU with an RDBMS and a map infor-
mation server. We selected MySQL [7] for the first implementation of the RDBMS, but
now we use SQLite [8] because of its lightness. The RIM server has an HTTP interface.
Thus, we can access all RIM server functions using a web browser remotely under a
security control. Figure 8 is the top view of the RIM server interface. Nine buttons are
tiled and by clicking one of them, the corresponding function menu will be displayed.

3.1 Disaster Area Wireless Network

To build a disaster area wireless network as shown in Fig. 1, we use an MDRU [4]
developed by NTT Network Innovation Laboratories. By setting up the MDRU, a WiFi
access network with a radius of about 500 m is realized. The MDRU also has a server
machine. The MDRU currently has three variations: a container-, minivan-, and attaché
case-type MDRU, and they can be selected depending on the area to be covered with
the MDRU. Figure 9 shows snapshots of the minivan-type and the attachécase-type
MDRUs.

Server machine |

”—H-— HTTP server ‘

Web browser : RIM server
: Map

K—=>| information
Chat broker server

@ RIM extender
U004

Mobile terminals | D

Fig. 7. Implementation architecture of RIM system
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3.2 Map Information Server

A map information server is also provided to serve map information even if the Internet
is not available. Currently, OpenStreetMap [9] is used to realize the map information
server and all needed map information is downloaded to the local disk of the server
machine beforehand. The interface of the map information service is generalized so as
to permit switching easily to other map information servers. At this time, we have
confirmed that the GEOSPACE map service [10] operated by NTT GEOSPACE
Corp. and Google Maps are compatible with OpenStreetMap.

3.3 RIM Client Application

Currently, the RIM client application can be run on Android and iOS. An Android
version of the RIM client application has been released via Google Play Store [11], and
anyone can use it freely by downloading it into his/her smartphone. To handle the map
information in the mobile terminal, Mapbox [12] is used. The mobile terminals can
exchange data using the device-to-device (D2D) and delay tolerant network
(DTN) techniques based on Bluetooth technology. However, it is difficult to transfer
large amounts of data using the D2D and DTN techniques. Thus, we have implemented
a mobile relay node called RIM extender, which is explained in the next section.

(a) Minivan-type MDRU (b) Attaché case-type MDRU
(Potable IP-PBX)

Fig. 9. Snapshots of minivan-type and attaché case-type MDRUs
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4 Additional Functions

In addition to the RIM server and client, some additional functions shown in the
following subsections were developed to expand the usage area and capabilities of the
RIM system.

4.1 RIM Extender

The WiFi environment established by the MDRU is often unstable and it is sometimes
difficult to transfer data from RIM terminals to the RIM server, especially if the
geographical distance between them is relatively large. To resolve this situation, we
provided a mobile relay node, called a RIM extender. The RIM extender has similar
functions to the RIM server, except for the map information server. Thus, the mobile
terminal can connect to the RIM extender and upload some data to it using the same
functions and protocols as those of the RIM server. As shown in Fig. 10, the RIM
extender can be carried using many carriers such as a person, a bicycle, and a drone,
because it is a small device. Currently, a small laptop PC is used to realize the RIM
extender. In addition, the RIM extender could be used as a message ferry [13] to carry
data among isolated RIM servers. We have evaluated the effectiveness of the intro-
duction of the RIM extender precisely [14], and confirmed that the data synchro-
nization time among isolated RIM servers are tremendously improved by introducing
several RIM extenders and moving around the disaster-affected area systematically.

4.2 Utilization of Free WiFi Spots

These days, free WiFi spots exist anywhere, especially in urban cities and sightseeing
areas to enable people to connect to the Internet with their WiFi services. We are
planning to use the WiFi spots to expand RIM service areas on the occasion of
disasters. Even if the Internet is disconnected and daily services cannot be continued,
we could use the WiFi spot itself as an alternative system of the MDRU. By connecting

RIM extender
carried by human

:
S - ~

— 7’ N

\
@ / -\
7

IRIM extender +I%,'

I carried by bicycle “_
,' (Message ferry) ==

-

RIM extender

RIM extender to the server

carried by drone

Fig. 10. Usage of RIM extender
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Fig. 11. Implementation mode for utilization of free WiFi spot. The RIM server is connected to
the data line in parallel.

our RIM server to an isolated free WiFi spot, we can establish a RIM service area
without the MDRU. Figure 11 shows an implementation model of this scheme. To
detect directly whether or not the Internet traffic exists, we want to connect our RIM
server to the data line of the free WiFi spot in series. However, free WiFi spot service
providers never allow connections from external equipment, i.e., our RIM server, to
protect their systems from unexpected interference. Thus, we will connect our RIM
server to the line in parallel, and check if the Internet connection is alive or not by
sending periodic “ping” packets to some well-known Internet service sites. Then, if the
RIM server recognizes the fact that the Internet connection is closed, it will start the
RIM services. We have already realized this mechanism using a small box-type PC in
which the RIM server functions are installed.

4.3 Smartphone Finder

It is critical to discover the victims buried under collapsed buildings urgently after a
natural disaster. In recent years, people have become accustomed to carrying smart-
phones with them. Based on this fact, we developed a smartphone finder to locate
effectively a target smartphone with its owner under a collapsed building. The
smartphone finder sends WiFi probe-request signals at regular time intervals. The
smartphone finder captures WiFi probe-request signals, and estimates the location of
the target smartphone using the RSSI (Received Signal Strength Indicator) of the
signals. RSSI values are often reflected by obstacles and the environment. So, for the
location estimation, we use a modified log-normal shadowing model, which uses a
weighted least square method, in order to improve the precision of location estimation.
Usually, we need three or more RSSI receivers to estimate a target smartphone location
using the log-normal shadowing model. However, the location of our smartphone
finder frequently changes, because the user carries it and walks around the collapsed
buildings in the field. Thus, we can estimate the location of the target smartphone using
RSSI values collected by a smartphone finder at the different locations. The detail
estimation algorithms and evaluation results were reported in [15]. Figure 12 shows a
screen snapshot of the smartphone finder. In this figure, the red marker indicates the
current location of the smartphone finder, whereas the blue marker indicates the
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Fig. 12. A screen snapshot of the smartphone finder.

estimated position of the target smartphone. If the rescue worker selects the estimated
position, the target smartphone is locked on, and a blue navigation line is displayed
between the smartphone finder and the target. Subsequently, by following the navi-
gation line, the worker can find the target smartphone together with the victim easily. In
addition, the number “5” on the green circle in this snapshot indicates the number of
estimated smartphones in that area. If the circle is clicked, detailed information would
be displayed on the screen. This GUI is simple as it helps recognize the estimated
position of the target smartphone easily by way of a simple online display of the
relevant information.

5 Current Status and Remarks

A prototype of the RIM system has been developed and the feasibility of all functions
has been confirmed. We have demonstrated the usability of the system to professional
rescuers and inhabitants by using some events. Figure 13 shows snapshots displaying
our promotion activities in anti-disaster drill events held last year.

5.1 Collaboration Works with a Local City Office

We are collaborating with Aizuwakamatsu City, Fukushima, Japan, where our uni-
versity is located.

Integration of RIM and Daily-Use Application. We can provide a download server
in the RIM server so that people can download the RIM client application. However, it
is difficult to provide sufficient network performance to meet a lot of download requests
following a disaster by using the locally established WiFi environment. Thus, it is
important to encourage people to install the RIM client application in advance of
potential disaster events. To disseminate RIM clients to citizens, we are trying to
integrate the RIM client functions into a map-based daily-use SNS (Social Network
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Fig. 13. Snapshots of demonstration and promotion activities in some events.

Service) application named “Pe.com.in” [16], which was developed by Aizuwakamatsu
City office and released to citizens to encourage them to share local information.
Pe.com.in has a map-based user interface, which is similar to that of the RIM client. If
the citizens use the application daily, they could learn to use the RIM client functions
smoothly in anticipation of a sudden major disaster.

Dedicated Functions for the City Office. As a result of discussions with the
Aizuwakamatsu City office, additional functions relevant to the needs of city office staff
were brought to our attention. We are implementing the following dedicated functions
to the city office, based on their requirements.

1.

W

Display the hazard map. Even after a disaster, the city office staff should check the
hazard map frequently to identify possibilities of other dangerous situations. We
have already realized this function. Figure 14 shows a screen snapshot displaying
the hazard map.

. Display designated evacuation shelters and the navigation route to the nearest one.

People usually know the best route leading to the nearest shelter, but if the route is
impassable, the RIM system should redirect them to a safe route.

Display care-requesting old/handicapped persons and their status.

Display examined houses and their damage levels. This is needed to quickly
identify where support may be required by victims.

. Control goods delivery to designated shelters. In addition to the volunteer-based

goods sharing as shown in Fig. 5, contract-based goods handling is required for the
city office to settle accounts later. The city has contracts with neighboring cities,
convenience stores/shops, etc. in order to access food/goods on an emergency basis
following disaster. Records must be kept to settle accounts afterwards.

Broad- or multi-cast message delivery from the city office to citizens/victims.
A function to realize a bulletin board set up at a designated evacuation shelter is
requested, in addition to the chat function shown in Fig. 6.
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7. Handle evacuated person information. Paper-based person information handling at a
shelter is handled for the evacuated persons located there. The RIM system should
handle this kind of information more effectively.

These functions should be released to the city office staff only. Therefore, a city
office operation mode is offered in addition to the normal and medical user modes
shown in Fig. 2. By setting the user attribute at the RIM server, only recognized RIM
clients can display the operation icons and information on its screen. Almost all
functions were developed last year, and we are scheduling a pre-release to the local city
office this year.

5.2 Integration of a Sensor Network System

We developed a sensor network system, named “die-hard sensor network” [17]. It is
dedicated to disaster monitoring. The sensor network system can automatically monitor
a disaster-affected area by scattering many sensor nodes in the area. The sensor node is
programmable, and its sensing and data sending behavior can be customized dynam-
ically and remotely. It has some sensors like temperature, light, fire, acceleration,
motion (Infrared), and sound sensor, and new sensors can be easily attached. We are
planning to integrate the die-hard sensor network system to the RIM system, and
display the sensor information on the RIM client and/or server screen. The available
information could contribute to understanding the situation in the disaster-affected area
in detail, in addition to the information sent from people in the disaster-affected area
using the chat and other information provided by the reporting functions of the RIM
system.
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6 Conclusions

This paper proposed an information management system called the RIM system. It is
aimed at enabling the sharing of critical information in catastrophic situations even
without the availability of the Internet and other commercial communication infras-
tructure. A prototype of the RIM system has been developed and the feasibility of all
functions equipped in the RIM system has been confirmed. Some activities towards the
practical use of the RIM system were also reported. In particular, it is the most
important task for us to add new functions dedicated to the local city office by col-
laborating with them.
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Abstract. The availability of effective communications in post-disaster
scenarios is key to implement emergency networks that enable the shar-
ing of critical information and support the coordination of the emer-
gency response. To deliver those levels of QoS suitable to these appli-
cations, it is vital to exploit the multiple communication opportunities
made available by the progressive deployment of the 5G and Smart City
paradigms, ranging from ad-hoc networks among smartphones and sur-
viving IoT devices, to cellular networks but also drone-based and vehicle-
based wireless access networks. Therefore, the user device should be able
to opportunistically select the most convenient among them to satisfy
the demands for QoS imposed by the applications and also minimize
the power consumption. The driving idea of this paper is to leverage
non-cooperative game theory to design such an opportunistic user asso-
ciation strategy in a post-disaster scenario using UAV ad-hoc networks.
The adaptive game-theoretic scheme allows increasing of the QoS of the
communication means by lowering the loss rate and also keeps moderate
the energy consumption.

Keywords: Game theory - Disaster resilient networking -
Emergency networks - Vehicular crowdcell

1 Introduction

The current era is strongly characterized by the pervasiveness of ICT within
our daily life and the ubiquitous accessibility of the Internet everywhere and
every-time. Owing to one or more smartphones and using for almost everything
is extremely normal in the current digital society so that human beings feel lost
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without being able to access the web and its related services. However, large-scale
natural and man-made disasters can negatively compromise the efficiency and
effectiveness of the network, by causing failures of base stations composing cellu-
lar networks or truncating writes, causing permanent and/or temporary Internet
inaccessibility or worsening. In post-disaster scenarios, being able to exchange
data is particularly important for two main reasons. On the one hand, citizens
need to inform their dear ones of their well-being, to know which of the possible
escape routes is the best one to take, to ask for assistance/help or to receive
updates on the current status of the neighboring environment and/or situation.
On the other hand, the rescue teams need good networking to access satellite
images or on-field assessment data to determine the entity of possible damages,
the causalities or people in need, and to harmonize the recovery actions under-
taken by the multiple teams involved in the damaged area. As a consequence, in
the immediate aftermath of a disaster, the traffic demand may be overwhelming,
with a high possibility of causing congestion phenomena. If we also consider that
the network operational status is affected by failures, we can have a glimpse of
how the perceived Quality-of-Service is much lower than the nominal levels and
cannot keep with the high demands from the users reaching the point that the
Internet becomes unavailable or offers degraded quality services [1,2]. This can
harm the correct conduction of the rescue operations and increase the number of
troubles caused by a disaster. As a concrete example, in the worst wildfire in Por-
tugal in June 2017, a large number of users were cut off from using fixed-line or
cellular communication services. This led to remarkable traffic congestion over
the isolated areas, as well as affecting the emergency communications among
rescue teams, which caused a large number of casualties.

We are witnessing a huge demand for resilient networking, as the occurrence
of disasters is increasing, and their impacts are non-negligible [3]. Such a feature
can be offered by properly rethinking the overall network by introducing redun-
dant paths beforehand, or even by reacting to possible network saturation and
service unavailability by deploying ad-hoc networking devices to substitute failed
or overwhelming ones. This is the recent use of Unmanned aerial vehicles (UAVs)
playing the role of a relay node to support cellular or ad hoc communications
and strengthening the accessibility to the Internet offered to user devices. The
work described in [4] proposed to use UAVs as aerial base stations (UABSs) to
assist public safety communications during natural disasters, as soon as parts
of the communication infrastructure is damaged and dysfunctional. This leads
to the case that a user device can have multiple possible base stations towards
the network: (1) the first exploits ad-hoc connections established with other user
devices, acting as forwarders, (i) the second leverage on base stations to access
the Internet through cellular networks, (ii¢) the last one makes use of UAVs for
communication purposes, and the contacted UAV can exploit an ad-hoc network
with other UAVs or have direct Internet accessibility by means of long-range cel-
lular or even satellite communication means. A user device can select one of these
three communication opportunities, or even more than one to realize multi-path
routing, based on the offered QoS and the required cost in terms of consumed
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energy. If fact, each of them can provide a certain degree of performance and
success rate, but the required power consumption is not uniform as each of them
leverages specific communication technologies. For example, ad-hoc networks
among user devices are built based on low-range RF technologies such as Blue-
tooth and WiFi, which exhibits a lower energy cost than the cellular ones to
connect to a base station. Reaching UAVs demands long-range RF technologies,
where the energy cost can be higher. Such a selection depends on the actual
network conditions and demands, and cannot be determined once but must be
continuously conducted over time.

It is possible to model such an issue as an optimization problem; however,
it is intractable in a centralized manner, even with heuristic approaches such as
genetic algorithms and so on. In fact, on the one hand, it is a well known result in
the theory of distributed systems that within the context of a fully asynchronous
system (such as the one using the Internet as communication means) there is
no global consensus and reaching a consistent view of certain pieces of data
among asynchronous distributed processes despite of possible failures (in fact,
this is theoretically unreachable due to the FLP impossibility proof [5]). This
means that a single node cannot collect a consistent view of all the QoS levels
experienced along with the links established by all user devices exploiting one
or more of the three mentioned communication opportunities. On the other
hand, even if this may be viable, the overhead to converge to a solution by
resolving the optimization problem can be overwhelming due to a large number
of nodes to be considered, and the consequent enormous solution space to be
explored. Even the possibility of using optimized solutions to deal with large
scale problems, such as s genetic algorithm with multiple populations, may not
lead to a tractable problem. Such a problem can only be resolved in a distributed
manner by leveraging on a game-theoretic approach, where each user device is
considered as a player in the game, which picks up a given strategy (i.e., using
one of the possible communication means or even more than one) by maximising
the obtainable gain (in terms of meeting the demands of the applications and
users in terms of performance and success rate) and minimising the consequent
cost in terms of energy consumption. The driving idea of this work is to adopt
a non-cooperative formulation of a resolution approach and this paper presents
the design and challenges of the proposed system.

2 System Model

We consider a set of N cellular users, moving within a region in which several
static cellular base station (BS) are deployed. We assume in such a scenario
there is also a set of vehicles (such as UAV and ground vehicles) that carry
cellular base stations, and which move according to a given mobility pattern. We
consider the uplink channel of a cellular access network and the use of upcoming
5G technologies for next-generation mobile networks as in [28]. We assume BS
in the considered scenario belong to three classes. The first is represented by a
static cellular base station (BS). The second class is composed of a moving base
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station (MBS), installed on UAV or ground vehicles, and forwarding all traffic to
a static BS via a wireless backhaul connection. Finally, we assume user devices
can act as base stations too, relaying traffic originating from other user devices
to a static BS. In this work, we assume that backhaul links are one-hop only,
though our approach can be easily extended to multi-hop backhaul connections.

In such a scenario, we assume each user can associate to at most one BS for
each class. This implies that each user can associate to at most three base stations
at the same time. For instance, users may differentiate the access technology
according to the QoS requirements of the traffic they exchange, sending delay-
sensitive traffic to a nearby static BS under high load while forwarding delay-
tolerant traffic to another, less loaded base station via multi-hop relaying. Note
however that our approach can be easily extended to the case in which a user
can associate to more than one BS for each class, as in the case of Heterogeneous
Network (HetNet) [26], where in addition to selecting BS thee is also the problem
of traffic splitting among the multiple BS.

We assume time to be divided into slots of equal duration and let t € N
be the index of the t-th slot. Each of the access modes is characterized by a
loss pattern, i.e. by a mean rate of packet loss, which is a function of time. For
every slot t, we assume to know the mean packet loss rate for each possible
base station. Specifically, for each user n in the considered region, and for each
static base station s, the coefficient 7, s € [0, 1], which indicates the mean packet
loss experienced by the n-th user when associated to the s-th static BS in the
given time slot. Analogously, for each vehicular BS v and each user-based BS
u we introduce the coefficients m,, € [0,1] and m,, € [0,1]. However, while
packet losses for the static base stations coincide with packet losses experienced
on the link between the user and the base station, the packet loss coefficient
associated with moving base stations (either vehicle or user) are the resultant of
the link between the user and the moving BS, and of the backhaul link between
the moving BS and the static BS. We assume that at the beginning of each slot,
such a coefficient is known through estimations based on the periodical exchange
of CSI.

In each slot, we also introduce the variables 2y, s, Zp.v, Tn,u, Which take values
between 0 and 1. z,, ; represents the fraction of the user traffic which is sent to
BS s (resp. u, v). Therefore we have, Vn,

an,s + an,v + an,u =1 (1)

We assume that each class of base stations has a maximum number of users it
can serve, denoted with M*® (resp. MY, MY). This implies that

an’s < MS Vs (2)
n

S < MY Vo Q)

n
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U
an,u <MY Vu (4)
n

The mean loss rate experienced by the n-th user in a given slot (which can
be directly measured on the stability/QoS of running applications’ performance
or specific measuring tools such as in [29]) can therefore be expressed as

Hn = E xn,u’frn,u'i' § TnvTn,v + § Tn,sTn,s (5)
u v s

Moreover, with €, ., €5, and €, s we indicate the mean amount of energy con-
sumed by the device during the given slot when associated to the base station
belonging to one of the three classes. Hence the mean amount of energy con-
sumed by the device can be expressed as

Ei = E xn,ugn,u"_ § Tn,v€n,v + § Tn,s€n,s (6)
u v s

While the experienced loss rate depends on the environmental conditions (such as
network congestion, mutual RF technologies interference and so on) at run time
and the possible failures caused by the disaster, the device energy consumption
due to the specific communication technology mainly depends on the adopted
technology. A concrete example is provided in the study presented in [6] and
summarized in Fig. 1, where it is evident an ad-hoc communication technology,
as Bluetooth in the figure, is more energy efficient that the WiFi, or other long-
range communication means, which can be exploited to communicate with UAVs,
while the highest energy consumption is exhibited by cellular technologies.
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Fig. 1. Power consumption for a Bluetooth, WiFi and GSM/EDGE radio for different
data production rates, and transmission intervals (T).



Game Theoretic Optimal User Association in Emergency Networks 23

3 Formulation of the Optimization Problem

In this section, we formalize the problem of optimal user association in the
considered scenario, to determine in each time slot the most energy-efficient user
association strategy. We consider a single time slot, and we consider the problem
of determining, Vn, the variables x,, 5, Ty v, Tn ., that minimize the experienced
loss rate and the cost function which accounts for the total energy consumed
at the devices during the given time slot. Let XU4V, X539 and XY denote the
arrays for the variables associated with the three classes of associations during
the given time slot.

Problem 1 (Optimal user association in a time slot).

XUAVI’n)i(%S’XU {ZUn>En} (7)

Subject to:

Equation (1), (2), (3), (4), (5), (6)
vn, s, u, v
0 < Tn,sy Tnws Tn,uy < 1 (8)

9)

In this problem we have not indicated the association with a single base
station, as the user device when xz,, s # 0 automatically looks for the nearest
base station and establishes a connection with it. This is a linear programming
problem, and hence it can be solved optimally. However, a centralized approach
in which a single coordination function collects the estimations of packet loss
ratios for the whole network and computes the optimal user association does not
scale, as it would require the collection and exchange of a substantial amount of
delay-sensitive control traffic among the devices in the system. Moreover, such
a centralized coordination function should dispose of substantial storage and
computing resources, which are not always available in a disaster scenario.

Besides, given the mobility of users and part of the BS, the transmissive
conditions (and hence the coefficients 7) change over time. As a result, the
duration of each time slot should be small enough to capture these variations
and adapt accordingly to the user association. However, the solution of problem
1 may change drastically from a slot to the other due to fading. An ideal system
that would configure user association according to the solutions of Problem 1
in each time slot would be forced to continuously adjust the selected strategy.
As changes in user association bear costs in terms of control information and of
time required to implement them, such a strategy would not be viable in realistic
settings.
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4 A Distributed Approach to Optimal User Association

Given the aforementioned issues, in this section, we propose a distributed heuris-
tic to solving Problem 1, based on a game-theoretic approach. Our approach
determines in each time slot the optimal user association configuration without
the need for centralized coordination.

Distributed optimization using game theory consists of defining local decision
strategies for the individual nodes, called players, based on their local knowledge
acquired by neighbors, to ensure that the resulting global behavior satisfies a
given global objective. In our case, we have a set of n players (i.e., the user
devices) that simultaneously select some of the three available communications
means to which access to the network, at the cost of the lowest energy consump-
tion possible. We consider a set of players P := ¢1,¢a, - , ¢, of finite size n > 2.
Formally, the strategy set for each player ¢ € P is defined as S¢ = Y, such
that a strategy of a player is the selection of a set of the possible connections
towards some UAVs, base stations or neighboring nodes 5¢ C Y. In what follows
we assume that, for each class of BS, each user associates to the BS which deliv-
ers the strongest received signal. In our game, the strategy of a player is given
by an integer number belonging to the interval [1, 7], which are all the possible
selection combinations (i.e., 1 stands for base station only, 2 for UAVs only, 3 for
neighboring nodes only, 4 to 6 only two modes out of the three possible, while
the last one encompasses all the three modes. Based on the adopted strategy,
indicates as s;, proper action is conducted by the j-th player, namely o;, among
the set of allowed actions O;(s;). Specifically, these strategies are represented
by the variable x, s, Zy. v, T, and their constraint expressed in Eq. 1. e.g., the
strategy 1 is indicated by the following values: 2, s = 1, o, = 0, Ty, = 0.
While, the related actions when strategies are selected consists of establishing,
or not, a connection to the nearest UAVs, base stations and nodes, usable by
the communication means indicated by the strategy.

Combining the strategy sets of all the players, namely S = S x S x
-+ X S a strategy profile s € S implies a certain payoff to each player c,
namely @°(s), which are aggregated in the so-called profile of payoffs denoted as
¢. The payoff is the gain achievable by a player to use a given communications
means instead of the other possible ones, specifically, in our game, a player ¢
receives a gain, namely «, for experiencing a good communication quality, i.e.,
the reciprocal of the loss pattern reduced of the cost to send the messages by
using such a communication means:

P°(s) = afo(s)) — E(o(s)) = 1 — I (o(s)) — E(o(s)). (10)

where o(s) is the function that given a strategy properly returns the variable
Tn,sy Tn,v, Tn,u Set according to the selected BS, UAV and user device, while the
two functions for the loss pattern and the energy consumption are normalized
by considering the highest value so that their return is within the interval [0, 1].
The scope of the game is to determine the best strategy profile that implies the
maximum payoff for all the players.
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* 1 c
st e argrgleabg(NZ@ (ss). (11)
i€L

In our game, players are selfish, i.e., there is no direct communication between
the players, and each one only cares to maximize its profit or to minimize its
costs without considering the state of the other players (with the eventuality of
damaging them, even if it is not intentional). Then, the game is defined non-
cooperative, and its normal form is given by I' = (P,S,7), to maximize the
payoff for all the players. One of the most studied aspects of such class of games
is the existence of Nash Equilibria (NE), i.e., given a certain strategy s € S, it is
not profitable for a player to select a different node than the one in the current
strategy profile since moving to a neighbor node will not change or even reduce

the achievable payoff, so a player has no incentive to change strategy:

dse S:Vee PVreY,n(s% s ¢) > n°(x,s"°) — sisaNE. (12)

The demonstration of the existence of such equilibria is a known NP-hard prob-
lem and is resolved using theorems by making proper assumptions of the charac-
teristics of certain elements of the game. A well-known result of the research in
non-cooperative games is that if the strategies are mixed, then the existence of
at least one Nash Equilibrium is guaranteed. A pure strategic game consists in
a player always picking the strategy of highest quality (i.e., the one with highest
payofl), while a mixed strategic game encompasses players that have a probabil-
ity associated to the selection of the strategy of highest quality (meaning that
there may be cases where the player does not take that strategy but one with
lower payoff).

In a typical application of game theory, the payoff functions of the players
are assumed to be well known and externally given, and based on such a set of
functions it is possible to drive each player’s output and determine the existence
of Nash Equilibria. Moreover, as the game is non-cooperative, a set of players may
decide to exploit the same communication means, possibly causing congestion.
To this aim, in Eq.10, we add a contribution measuring the goodness of the
selection concerning the other players, by inserting a form of cooperation. Such
a contribution is not fixed a priori, but it is dynamically computed based on the
feedback provided by the other players. Such feedback is —1 is the considered
strategy is followed by the player returning the feedback, ¢ otherwise. So at the
time a player decides to pursue a strategy, it broadcast such a decision to its
reachable peers, receiving back feedback to estimate the goodness of the decision
in the next iteration of the game. This signaling among peers is not comparable
to solving the linear program with a centralized solution, as loss statistics and
feedback are not collected by a centralized node.

In this case, the resolution of our game is not possible through the typical
means provided by the game theory to deal with non-cooperative games. In this
work, we have drawn from the theory of distributed strategic learning [9], where
each player can learn from the received feedback for their outputs to create
a payoff value and to determine if a given strategy yields the best response.
Specifically, the resolution of our game requires a Reinforcement Learning (RL)
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scheme [10], where the players interact with the other nodes and receive some
feedback that represents the consequences of their actions and which depend
on the state of the system and the actions of the other players. By using such
feedback, each player learns to select or not a certain strategy based on its
consequences. Strategies leading to high payoffs in a certain situation will be
preferred whenever the same situation recurs, while those strategies leading to
lower payoffs will be avoided.

To tackle this problem, in this paper we apply the COmbined fully DIs-
tributed PAyoff and Strategy-RL (CODIPAS-RL) [9], a learning scheme derived
from strategy and payoff (Q-learning) Reinforcement Learning. CODIPAS-RL
is an exploration strategy characterized by high effectiveness in finding the best
response dynamics in a game.

Let us denote with y;+(s;) the probabilities of the j-th player to choose s; at
time ¢, and y; ¢ = [y;,:(5;)]s,ea, € Y; be the mixed strategy of the j-th player.
Moreover, we indicate with r;, the perceived payoff at the time ¢, made of the
two contributions of the loss rate and consumed energy aggregated with the
estimation of the strategies based on the received feedbacks. CODIPAS works
as follows:

— At time slot t = 0, each player chooses a strategy s and from it derives an
action o. Then, it received a series of feedbacks for its action and builds a
numerical value of its payoff. The payoff is properly initialized to r; ¢, given
from the initial estimation of the loss rate and the energy consumption with-
out the third contribution we envisioned to avoid congestion phenomenon.

— At time slot ¢ > 0, each player has an estimation of its payoffs, namely 7+,
chooses a strategy ;41 for the next time slot, which is a function only of
the previous strategy z;¢, the estimated payoff r;; and the target value for
the payoff function.

— The game moves to t + 1.

Such a scheme is combined with proper payoff and strategy learning, leading to
CODIPAS-RL:

. — £\ S ) _
Yiar1 = JiAies 00T Tin Tie) 5 a1 NY 1> 0,05, € 05(s;).  (13)
Piat1 = G5 (Vjt, 0465 ity Yits Tiot)

The function f; determines the update of the strategy at the next time
slot and defines the strategy learning pattern of the j-th player, where A;, is
its strategy learning rate that may vary from player to player and/or during
the learning process. The variable 7;; contains the feedbacks received by each
contacted nodes, while #; ; is the estimation of the payoff function. The function
g; updates the estimation of the payoff function for the j-th player, by specifying
the payoff learning pattern and is characterized by a given speed named as v, ¢,
which may be different than the speed of the strategy learning function. We
assume that the learning rates are taken identical for all the players and equal
to A;+ = 0.1 and v;;+ = 0.6, respectively. In this work we have adopted the
Boltzmann-Gibbs based CODIPAS-RL, since it outperforms the standard RL



Game Theoretic Optimal User Association in Emergency Networks 27

algorithms, and has been proved the convergence of the algorithm toward a pure
strategy Nash equilibrium with sufficiently small learning rates [9]. Specifically,
let us define the Boltzmann-Gibbs distribution as a strategy mapping ;. :
RISl — RIS known as the soft-max function and formulated as follows:

~ e%f‘j’t(sj) .
Bjue(Pi)(8)) = ———7 7y 85 €55 €[L,N] (14)
Z eci J
s,€87

In such an equation, 5; may be interpret as any possible strategy for the j-th
player which is different to s;, and the parameter ¢; for the j-th player may be
identical to the one of the other players, or may be different, and its reciprocal
can be interpreted as the rationality level of the player. When ¢ — 0, such
a strategy mapping returns the strategy characterized by the maximum value
for the estimated payoff 7;;,1; therefore we assume € = 0.1. Based on such a
distribution, we can formulate the f and g functions of the learning pattern in
Eq. 13 as follows:

Y1 = (1= Xj0)yje + AjeBye(Pe)

a1 (s5) = 7i.0(55) + Vi (o, 1 1€0,(sy T € [LN], 120,050 € O;(s;).

(rje41 = 75(55)),

(15)

The function Ky, ,  co,(s,)) indicates the active strategy of the player and
assumes 0 if the action 0;; has not been played by the j-th player at time t, 1
otherwise, so as to update only the component corresponding to the action that
has been played. In Eq. 15, the learning of the payoff and the strategy are cou-
pled and updated together: the feedback of an action at the time instance ¢ is
used to update the payoff estimation, and such an estimation is used to deter-
mine the strategy. The stable solution of such an equation can be assumed as
an equilibrium for a modified game, where the payoff function of our game is
perturbed with an extra entropy contribution indicating its dependency on the
loss pattern applied by the network dynamics and the actions of other players.

5 Numerical Evaluation

We have implemented a Java application that randomly deploys BS, user devices
and UAV within a Cartesian space, where each of them has a couple of coordi-
nates. Initially, the application determines for each user device the closest BS and
UAV based on the Euclidian distance among a user device to all the deployed
BS and UAV and select those with the lowest distance. We have assigned as
energy consumption three values 0.25, 0.5 and 0.75, respectively to the ad-hoc
connection towards another user device, to UAV and BS. We assume that the
communication between the user device and the UAV is not based on cellular
technology, as with the BS, but by using WiFi, in an ad-hoc manner. As for the
device-to-device communication, a low rate and efficient communication mean
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as Bluetooth can be exploited, with UAV this is not the optimal decision, so a
more powerful RF technology as WiFi may be used. It is also true that a UAV
can be equipped with a cellular antenna making it looks like a moving BS, so in
that case, the cost value for the energy consumption is equal to the one of BS.
Each element has a very low loss rate initially, equal to 0.1, as wireless commu-
nications always drop packets due to interference and other issues. So that at
the beginning all the user devices only is associated with the nearest BS. At a
time Tp, the disaster occurs and the loss rate of BS increases as a consequence
of the occurred failure. We do not assume the destruction of a BS, but only its
lossy behavior. The destruction of BS can be modeled by using a Poisson point
process with a thinning operation [27]. With a given probability mp each BS of
N is tagged as compromised and the respective loss rate assumes a given value
within a certain interval (e.g., from 0.2 to 0.5). After running the game and com-
puting the payoff for each possible strategy, we have fixed a starting probability
equal to 0.9 (we want a slight variability in the winning strategy selection) that
the player picks up the strategy with the highest gain.

Figure 2 shows the preliminary results obtained from our simulation (where
the stability has been reached around the 6th iteration, i.e., after around 10s
from the start of the experiments, on average). Initially, the loss rate is low, equal
to the initial value of 0.1. Later on, at iteration 3, the disaster occurs and the
loss rate increases to a value that is stationary when the user is kept associated
with its initial BS, such a value lower due to the adaptation of our approach
to multiple associations. Such a reduction is valid until a point where the loss
rate is almost stationary as the loss rate does not have any changes apart from
the one caused by the disaster. The transitory is due to the learning scheme,
which brings the system to an equilibrium point. Similar behavior can be seen
in energy consumption, which starts with consumption due to the use of a BS.
This is due to the case that most of the users try to select a neighbor device or
a UAV, allowing the scheme to lower energy consumption.
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Fig. 2. Assessment results.
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6 Related Work

Apart from centralized solutions, there are some distributed solutions provid-
ing mechanisms for user association. For example, in [20] the authors present a
distributed algorithm considering previous paths of users in mobility and com-
bines these data with wireless measurements to predict the upcoming connec-
tion quality of the network. Other works [21] consider an accurate model of
two-dimensional and three-dimensional scenarios to determine user trajectories,
when, for example, some vehicles (i.e. drones) are involved. However, these works
assume that mobility patterns of users are known [21], or can be guessed by train-
ing [22]. Our solution does not require previous knowledge about users’ behavior.

Regarding QoS-based network selection we can find different approaches con-
sidering QoS constraints [16,17] or Quality of Experience (QoE) [12]. Some of
these works are focused on many factors including the mobility pattern of the
mobile device, the load of the candidate access network, and the preference of
the candidate access network to the call request [18]. Other works [19] consider
also a trade-off between users and operator’s preferences, such as quality of the
connections or other network conditions. All these works, however, consider a
single association between the user and an access point. Our approach consid-
ers, apart from the imposed QoS by executing applications, the possibility of
connecting to multiple base stations.

Many of the previous works describe situations where the user terminal is
associated with only one access point. The multi-RAT (Multiple Radio Access
Technology) techniques have emerged for heterogeneous scenarios, considering
that user equipment can transmit and receive data over multiple networks [23].
Apart from these multimode terminals, multi-RAT parallel transmission from
more than one AP provides a new level of complexity, as some load-balancing
capabilities [24] and other network congestion prevention methods [25] must be
defined, and are also found in the literature. In this work, we incorporate the
use of multi-RAT transmission to the scenario where BS load levels, energy and
QoS requested by users are considered.

7 Conclusions

This paper presented a solution based on game theory for the resolution of the
problem of selecting among multiple communication means to cope with network
resiliency in a post-disaster scenario. As future work, we plan to implement the
proposed solution and empirically assess the achievable quality against a central-
ized meta-heuristic approach based on genetic algorithms. The existence of a Nash
Equilibrium in our game has been determined in [9], but the speed of convergence
to an equilibrium point is still an open issue. In a potential scenario with a large
volume of users, convergence speed can be an issue and needs to be properly inves-
tigated. This is further exacerbated by user mobility. In fact, in post-disaster sce-
narios is reasonable to have users moving around the damaged area, imposing novel
challenging and issues to the mobile networking and the relative multiple associa-
tions. We plan to introduce the mobility pf users in our work and to study this
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augmented problem, starting from similar works as in [30,31]. The user-side of
the presented approach is not complex and can be easily integrated within a user
device. We plan to provide an implementation after a detailed analysis of the over-
all problem augmented with the mobility issues.
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Abstract. This work presents a methodology for planning and vali-
dation of AdHoc and IoT network simulator, considering congested and
uncongested nodes. The validated model is specialized to consider mobile
and vehicular networks (MANET and VANET), and a disaster recovery
scenario is introduced. The goal is to analyze the traffic of the destina-
tion node and estimate its capacity considering an AdHoc application.
Specifically, we aim to use validation to further determine the processor
utilization and message delay. The proposed model and simulation tool
may be used not only to plan and dimension the network but also to
guide the management of the network in critical situations that can be
anticipated. In addition to the MANET validation, the results showed
that a Monte Carlo routing optimization (VANET case) and availabil-
ity /reliability (disaster recovery case) may be relevant to the effective
resource usage of the network.

Keywords: AdHoc - IoT model validation + Simulation - Validation -
Jackson networks

1 Introduction

Simulation and modeling are widely accepted techniques for analyzing real-world
systems that are too complex to model analytically. Most communication net-
works fall into this category. They allow the examination of several scenarios
for the dimensioning of a new system or the improvement and expansion of
an existing one. Nevertheless, by virtue of the stringent deadlines imposed over
simulation practitioners, substantial efforts are spent on the measurement of key
properties of the system, the building of the system model, and actual simula-
tion of the real system, thus leaving not enough time to reason about one of the
most important steps of the simulation project, i.e. that of the validation and
verification of the simulation model itself.

Conceptual model validation is defined as determining that the theories and
assumptions underlying the conceptual model are correct and that the model
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representation of the problem entity is reasonable for the intended purpose of the
model. Validation, within the context of this work, is treated in a broad sense. It
involves the verification, i.e. the simulator delivers correct processor utilizations
and packet delays at every node in the system, which is the functionality that
is required from the internal specification. From the end-user perspective, the
main requirement for validation is a simulator that enhances both the correctness
of simulation and the confidence placed in its results. One way of increasing
the correctness of the model is by comparing the performance attribute values
obtained from the simulation model with another implementation of the same
model, be it real-word or analytical.

In this work, we present a methodology for the validation of simulated com-
puter networks. It consists of a number of steps which are based on Jackson
Networks Queueing model. In particular, a case study is shown for an AdHoc
(MANET) Network consisting of a number of network clusters and two scenar-
ios, one that includes a VANET and the other an emergency case where the links
are disrupted. The proposed method provided satisfactory results and showed
potential for further improvements and evolution.

The remainder of this paper is organized as follows: In Sect.2 we review
previous work. The network model is discussed in Sect. 3. The methodology for
validation is presented in Sect.4. A case study illustrating the application of
the methodology is shown in Sect.5. In Sect.6, we address some key remarks
mainly dealing with the applicability of the model. We summarize and present
our conclusions in Sect. 7.

2 Related Work

Multivariate methods can be used to test the hypothesis of agreement between
simulated predictions and empirical observations. The work by [1] proposes a sta-
tistical test for the validation of simulations. Their method uses a multivariate
nonparametric rank sum test, with the aid of a computer-intensive randomiza-
tion procedure, to assess the significance of the test statistic. Their goal was to
strengthen the link between experimentation and simulation, which should be
used in the evaluation of communications systems’ performance measurements.
The validation procedure was applied to networks for battlefield communication.

In [3], the authors address the validation of fully integrated multi train simu-
lators. This type of validation can be complex as it includes the physical charac-
teristics of the process, i.e. the train movements, the electrification system and
rail potentials. The main goal of their validation was to show that the simulator
behaves as expected, i.e. that the simulator provides the desired results. The
authors point out that it is often challenging to achieve comprehensive valida-
tion of multi train simulation software without the co-operation of a railway
authorities. Their work also reviews the technical necessities of validating multi
train simulators.

Martens, Pauels and Put use neural networks for the validation of the simu-
lation model of five variants of multi server queueing systems [9]. In particular,
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multi-layer perceptron and radial basis function networks techniques are used
to learn the behavior of the simulation models. They found that classification
using a multilayer perceptron (MLP) network produces better results than clas-
sification with a PN network, or using the k-nearest neighbor (KNN) method.
One drawback of the method is that several replications are required with dif-
ferent calibrations of the simulation model to train the neural networks. In that
respect, it does not allow to test individual simulation models. The method
has the advantage that multiple statistics (means, variances, etc.) can be tested
simultaneously.

In the work by Ursini et al. [10,11] a virtual single-link TP network was sim-
ulated using the concept of incremental validation. The former consisted of only
the elastic traffic whereas the latter considered the stream traffic. The work con-
sidered specific network parameters such as packet size and transmission rates. In
the present work, we used more generic parameters (fixed packet size and trans-
mission rates), a distinct type of traffic, adopted a new multi-link model with
connectivity among nodes, and analyzed the performance of the IoT mediator.

In the paper by Leite et al. [6] the authors considered only an AdHoc network
(i.e. without IoT) for traffic analysis. The work consisted of the analysis of mean
queue delay and CPU utilization in each cluster and a small blocking value
caused by loss of connectivity was included. In the present work, we added an
TIoT Network to the topology, and we varied the power transmission value to
analyze the loss of node connectivity. Furthermore, the network included more
IoT services, which correspondingly generated more traffic such as the one from
RFID and network management services (Simple Network Management Protocol
- SNMP).

Unlike previous work from other authors, which have used techniques such as
hypothesis testing, simulation of physical (mechanical and electrical) processes,
and artificial-intelligence based methods, our validation work relies on queueing
theory and network of queues, specifically employing the Jackson network model
and incremental validation. To our knowledge, we are not aware of similar work
in the literature that attempts to validate an IoT/MANET network simulator
using such approach.

Our previous work [10,11] have validated simulation models using approxi-
mate traffic models for a single link. In [6], we have employed the Jackson Net-
work validation, but the methodology was not exposed. Additionally, here we
present additional scenarios, namely that of a VANET with routing optimization
and a MANET for disaster recovery.

Through a search in the literature, we found no work that tackle the case
of validation of ToT (MANET + RFID) by Jackson’s network with the traffic
aspects such as partial and global delays and CPU utilization. Jackson’s net-
works are classical in computer networks but they are applied to a quite specific
problem in this work. Furthermore, it is an intuitive approach, since the com-
puter network topology is the same as the one for the Jackson network. Unlike
work reviewed in this section, in this work we tackle the performance of the
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queues, CPUs and traffic in an IoT network, which includes clusters of sensors
from an AdHoc network.

3 Network Model

The system comprises of a set of clusters, and each cluster has internally a
number of internal nodes. In addition to motes, each cluster has cluster heads
(i.e. output CPUs), which allow simultaneous transmission of traffic out of the
cluster. Thus, each cluster may be modeled as a set of queues, where each queue
is linked to an output link).

Inherent in each queue is the waiting delay before a TCP/IP packet can be
processed by a server. Clearly, both queuing and processing times are subject to
statistical distributions. The network components are the mediator, gateways,
clusters and endpoints. The endpoints can be RFID and sensors for different
applications. Figurel shows the network model with its inputs (packets) and
outputs (packets) to each cluster. The upper part of the model includes the
RFID network, which contains: (1) Two RFID clusters (CLR;, CLRy), which
perform the acquisition/input of RFID tags; (2) Two RFID inputs, which receive
data packets generated by IoT RFID tags (RFID reader), and (3) Internet, which
models the traditional Internet.

A Mediator M D is shared by all subnets in the model, i.e. it performs the
ToT mediation function and interconnects (physically and logically) with other
network elements for the purpose of mediating data for applications. The model
adds four representative applications that process and consume the information
leaving the mediator: (1) RFID, (2) Sensor, (3) SNMP management, (4) Smart
Cities. These applications receive information from application gateways (GAs)
and store them in databases. The SNMP application offers two types of services:
(1) Trap and (2) Command/Response. In typical IoT, the databases can be
reached by mobile or cell phone applications through the secure HTTPS protocol.

The lower part of Fig.1 is an AdHoc Network that generates data traffic
which is aggregated by the IoT mediator. It consists of the following elements:

— Seven sensor clusters (CLT}....C LTy); these are non-mobile and homogeneous
for the sake of simplicity. However, the model does not restrict the addition
of heterogeneous clusters. Each cluster consists of n internal mobile nodes,
where n is a configurable parameter. In our example, we used ten mobile
motes (Fig. 1);

— Four gateways or Internet nodes (GWj....GWy); both GW; and GW; are
output gateways; GW3 is an emergency gateway, i.e. it is used as a backup
gateway for GW7, e.g. when the latter overflows its internal buffers; both
GW,4 and GW; are protocol converters, i.e. they are used to integrate two
subnets;

— Seven inputs: they model data packets generated by IoT sensors;

— Three Internet outputs: they model the flow of IP packets outbound;

— Mote mobility: for the sake of simplicity in the validation, node mobility was
disabled in the model;
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Fig. 1. IoT network model (Case 1).

— Input variables: data arrival and service time distributions in a node;

— Control variables: the probability of node connectivity in a cluster. This prob-
ability is provided by the Random Waypoint algorithm, which depends on a
range of variables such as receiver threshold, area size, antenna type, height
and gain, and system loss coefficient among others [6];
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— Output variables: mean queue time and mean CPU utilization on each cluster
for a given position of the motes in the cluster.

Each cluster is modeled as four simulation blocks connected in series:

1. Enter block: the enter block simulates the arrival of a packet in a cluster. It
counts the number of packets entering the cluster;

2. Chanceis a decide block, and it distributes the packets across a set of outgoing
lines, where each line is associated with an outgoing queue; an important
parameter in this block is the probability of packet loss, and its value was
obtained from the case study (Sect.5);

3. Output queue represents the queuing time in the outgoing line;

4. Output cluster simulates the output (i.e. forwarding) of packets from the
cluster. It is also responsible for counting the number of packets leaving the
cluster.

Each node receives packets at the input link and forwards them to one of the
outbound links using UDP over IP (Datagram). If we assume that the arrival
of requests for the RFID and AdHoc networks can be modeled as a Poisson
process, the traffic volume of each individual mote can be extended to the traffic
volume of a cluster by the simple sum of the rates of Poissonian arrivals. Thus,
we sum the rates of each node to form a cluster of ten nodes. The configuration
of clusters and CPU’s is shown in Table 1.

4 Methodology for Validation

The methodology is based on the Jackson Network model. A Jackson network
consists of a number of nodes, where each node represents a queue in which the
service rate can be both node-dependent (different nodes have different service
rates) and state-dependent (service rates change depending on queue lengths).
Packets travel among the nodes following a fixed routing matrix. All packets at
each node belong to a single “class” and packets follow the same service-time
distribution and the same routing mechanism. Consequently, there is no notion
of priority in serving the jobs: all packets at each node are served on a first-come,
first-served basis.

4.1 Requirements for Validation

An AdHoc (or IoT) network of m interconnected clusters may be regarded as a
Jackson network or Jacksonian network if it meets the following conditions:

1. If the network is open, any external arrivals to cluster ¢ form a Poisson process;

2. All service times are exponentially distributed and the service discipline at
all queues is a FIFO;

3. A packet completing service at queue ¢ in a cluster head or gateway will
either move to some new queue j in another cluster head or gateway with
probability P;; or leave the cluster or gateway with probability 1— FP;;, which,
for an open network, is non-zero for some subset of the queues;

4. The utilization of all of the queues is less than one.
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Table 1. Network configuration.

Function Probabilities Output CPUs
GAiz 1 25

GAszs 1 28

GAs7 1 29,33

GAs 1 19,34

AdHoc submodel | 1,1,1,1 30,31,32,33

CLR; 1 21

CLR> 1 22

MD 1/2,1/2 24, discard

GWI 1/3,1/3,1/3 23, 26, 27

— Vanet Manet | Disaster | Manet | Vanet | Disaster
GWy 1 1 0 5 5 0
GW» 1/3,2/3]1/3,2/3|0 11,6 0 0
GW3 1 1 1 14 14 14
GWy 1 1 0 17 17 0
CLT, 1 1/4,3/4]0 1,2,20*% | 1, 20* | 1,20*
CLT, 1 1/3,2/3]0 3,4 3 3
CLTs 1 1/2,1/2]0 7,8 8 8
CLTy 1 1/4,3/4]0 12,15 |12 12
CLTs 1 1/3,2/3|0 16,13 |13 13
CLTs 1 1/2,1/2]0 9,10 10 10
CLT 1 1 0 18 18 18

*output-CPU 20 to GW3 is used only in an emergency

Once these conditions are met, the methodology for validation can be applied.
It consists of a number of steps as outlined in the following sub-section.

4.2 Composition of the R Matrix

The R matrix, Table 2, is formed by the probability of transmission of each link
between clusters in the network. It may be obtained by the simple inspection of
Fig. 1, as in the example of Manet (Case 1). Specifically, we observe the probabil-
ities of the outgoing links between the clusters in the system. The probabilities
must be estimated in each real-world case, and in our model they are given input
data. The R matrix has N x N dimension, where N is the number of nodes (i.e.
GW, CLT, MD and CLR) in the network. Since in our example we have 14
nodes, the R matrix is a 14 x 14 matrix.
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4.3 Composition of the v Vector

v is a vector where each element +; is a rate of packet generation at a cluster
and destination node MD. It expresses the aggregated traffic generated in all
elements (i.e. motes, vehicles, or smartphones) in the network. This is a 1 x
14 vector, since there are fourteen elements in the network. The ~ vector for
uncongested traffic is given by the vector v = [y1, v2, 73, .-.0, 0, 0..7x]. Note that
the null elements are related to the devices (i.e. intermediate systems such as
gateways), that do not generate traffic, i.e. they only relay packets from one
input link to an output link.

4.4 Finding A
The matrix equation that solves the Jackson network and allows us to find the
arrival rate A is given as follows:

A=Al - R, (1)

Once solved, it is given by the vector (2):

A=Ay A2, Agy oo, AN (2)

where N is the number of nodes in the model (i.e. 14 in the sample network of
Fig.1).

4.5 Finding the Delays W; at Each Node/Cluster

From the rates obtained from Eq. (2), it is possible to calculate the waiting time
for each CPU (W, [i=1....24]) by means of the Eq. (3), which gives the delay in
an M/M/1 queue:

i/ 1 1
LN —— (3)

W, = ,
o= T

where 7; is duration of the transmission of a packet, and 1/); is the packet arrival
rate in a node (bps).

4.6 Running the Simulation Model

Clearly, the Jackson network is a collection of nodes connected by links that
have the same exact topology of the simulation network model for the purpose
of validation. The simulation model has to be run without channel/link losses
for the sake of simplicity in the validation process. Once the model is validated,
we may remove the assumption of perfect channel and introduce lossy channels
due to e.g. node mobility.

The model may be deemed validated under the following conditions:

— First condition: W;_cq1c = Wi_simui, i-€. the calculated delay equals the sim-
ulated delay for all nodes;
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— Second condition: p = A;/u; and p;—caic = Pi—simul, i-€. the calculated and
the simulated utilization, i.e. within a certain confidence interval C'I and
significance value o (95%).

5 Case Study

In this section, we present three case studies using the model shown in Fig. 1.
The first case is a full validation of the model using a MANET. It is a general
case, whereas the two other cases approach more specific details (note that we
omitted the full validation of cases 2 and 3 for the sake of space, and since it
follows the same methodology). Once the model is validated in the first case, in
the second case it is evolved (incremental validation) and applied to a VANET,
and the Monte Carlo simulation is employed to the packet routing to minimize
the delays in the network while maintaining the full communication amongst all
nodes. In the third case, the main focus is to show the availability of the network
in a disaster recovery scenario. It also consists of an evolution from case 1, but
here all nodes are connected to a sink (emergency node).

5.1 Case 1l - MANET

The MANET is represented in the lower part of Fig. 1. This case under analysis
is a network of low-capacity, low-cost and low-power devices (i.e. motes) which
has the capability to sense a parameter of interest. The sensed parameter is
relayed to a mediator through the network. Thus, the processing and transmis-
sion speeds are expected to be relatively low compared to the ones in traditional
networks. Nevertheless, these features do not preclude the need for planning and
dimensioning for the following reasons: (1) the number of devices can be quite
large, which may amount to a correspondingly large traffic for a mediator; (2)
an estimate of traffic allows the designer to determine the battery life of such
system; (3) the capacity of the links must be determined to allow for an efficient
use of the channel. Furthermore, the proposed model is general and scalable, i.e.
it is not restricted to this class of networks, and thus higher-capacity networks
with a larger number of devices may also be analyzed through this model. All
connections are assumed to be wireless. However, the model does not restrict the
use of wired connections. The probabilities of a packet being forwarded to an
outgoing link are initially configured as shown in Fig. 1, assuming an estimation
of this value (e.g. 1/4 from Cluster 1 to Cluster 2 and 3/4 from Cluster 1 to
Cluster 3). Following the method proposed, we observed that all requirements
for the application of the Jackson’s Network model were met before we applied
the Jackson model.

Composition of the R Matrix. The probabilities of the R-matrix were arbi-
trarily chosen (Table2). In the real-world, these must be obtained from mea-
surements or observations from the actual network.
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Table 2. Case 1 - R matrix: probability of transmission per output link

—— |CLT1|CLT2|CLT3|CLT4 CLT5/CLT6 CLT7 GW1 GW2/GW3|/GW4|CLR1 CLR2MD
CLT1|0 1/4 13/4 |0 0 0 0 0 0 0 0 0 0 0
CLT2|0 0 0 0 0 0 0 1/3 12/3 |0 0 0 0 0
CLT3|0 1/2 |0 0 0 0 0 0 1/2 |0 0 0 0 0
CLT4/|0 0 0 0 1/4 13/4 |0 0 0 0 0 0 0 0
CLT5|0 0 0 0 0 0 2/3 |0 0 0 1/3 |0 0 0
CLT6|0 0 0 0 1/2 |0 1/2 |0 0 0 0 0 0 0
CLT7|0 0 0 0 0 0 0 0 0 0 1 0 0 0
GW1 |0 0 0 0 0 0 0 0 0 0 0 0 0 1
GW2 |0 0 0 0 0 0 0 1/3 |0 0 0 0 0 2/3
GW3 |0 0 0 0 0 0 0 0 0 0 0 0 0 1
GW4 |0 0 0 0 0 0 0 0 1 0 0 0 0 0
CLR1|0 0 0 0 0 0 0 0 0 0 0 0 0 1
CLR2|0 0 0 0 0 0 0 0 0 0 0 0 0 1
MD |0 0 0 0 0 0 0 0 0 0 0 0 0 0

CLT - cluster, GW - gateway, CLR - Cluster RFID, MD - mediator

Composition of the v Vector and Finding A. Two scenarios are considered,
one for a uncongested network and the other for a congested network. The traf-
fic generated in the congested network is shown in Table3. For the congested
network, we assumed a packet arrival each 0.4s, which gives an arrival rate of
1/0.4 = 2.5 packets/s. For the uncongested network, we assumed a packet arrival
each 0.6 s, which gives an arrival rate of 1/0.6 = 1.67 packets/s. This is a relatively
low rate for conventional networks, it reflects a slow connection among battery
operated motes in a sensor network. The mediator has a 5.0 packets/s generation
rate (Table 3). This is 3 x 1.67 packets/s and it corresponds to the management
traffic generated by the Simple Network Management Protocol (SNMP). Tables 3
and 4 show the rates calculated from Eq.1 for both overload and uncongested
traffic (i.e. decongested network).

Finding the Delays W; at Each Node/Cluster and the Mean Global
Delay. Equation4 provides the total mean delay W for the network. For the
simulation, the total mean delays was W, = 247.3ms and the corresponding
analytical value was W, = 233.2ms, yielding a 5.7 % error. This error is a
sufficient condition to allow the model to be deemed validated. Tables5 and 6
show the analytical values of the mean traffic per CPU in the model.

W = Z&'Z%"Wi (4)
,Ui_Ai’ N'L_ﬁ_

packets/s, where A; and p; are the rates for each CPU. Since all the delay values
obtained from the simulation model matched the ones from the analytical model,

W; =

10 (5)
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Table 3. Case 1 - calculated congested network traffic - arrival rates (y and \) in
packets/sec

— CLT1|CLT2|CLT3|CLT4|CLT5/CLT6/CLT7 GW1/GW2/GW3|GW4 CLR1 CLR2/MD
25 125 25 |25 25 |25 |25 |0 0 0 0 1.67 |1.67 |5.0
A |25 [5.31 |4.38 |25 |5.31 |4.38 |8.23 |7.01 [15.7 |0 10.0 |1.67 |1.67 |25.8

2

Table 4. Case 1 - calculated results for uncongested network traffic - arrival rates (y
and A) in packets/sec

—|CLT1|CLT2|CLT3|CLT4|CLT5/CLT6/ CLT7 GW1|/GW2/GW3/GW4|CLR1 CLR2MD
1.67 |1.67 |1.67 |1.67 |1.67 |1.67 |1.67 |0 0 0 0 1.67 |1.67 |5.0
1.67 |3.54 |2.92 |1.67 [3.54 |2.92 |5.49 |4.68 |10.49|0 6.67 |1.67 |1.67 |20

2

>

the simulation model may be deemed validated. This validation, is a crucial step
since it allows further extensions to this model, i.e. the inclusion of other model
features such as new types of distributions or new prioritization of services. Due
to the high utilization of the mediator (output CPU 24), its service rate was
increased 5 times (i.e. from 10 to 50 packets/s).

Running the Simulation Model. The initial distribution adopted for the
arrival and service rate was the exponential. This distribution is suitable since
(1) it allows the validation of the model by comparison with an analytical model;
(2) it is the one that stresses the network (the worst case when there are no
bursts). If the exponential distribution does not match the reality, it is possi-
ble to combine exponential distributions to form Erlang(k) distributions, which
may better reflect and the actual traffic model in the network. Otherwise, if
there are bursts in network, the Pareto or Hyper-exponential distributions may
be employed, depending upon the application. Once the model is validated by
incremental evolution other types of extensions may be studied.

Table 5. Case 1 - calculated results for congested traffic in each CPU (Erlang)

CPU 1 2 3 4 5 |6 7 8 9 10 |11 12
Traffic (Erl)|0.125/0.125/0.2670.267|0.71|0.587/0.219|0.219/0.219|0.219/0.587|0.125
CPU 13 |14 |15 |16 |17 |18 |19 |20 |21 |22 |23 |24

Traffic (Erl)|0.267|0 — ]0.267/1.00|0.823|— - 0.267/0.167|— 0.258
CPU 19 - application, CPU 20: Emergency, CPU 23, 25 to 34: Application,
Total =6.734 Erl

Regarding the 34 CPUs described in the general model, CPUs 1 through 24
(with the exception of 19 and 23) are part whose traffic was modeled as Jackson
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Table 6. Case 1 - calculated uncogested traffic in each CPU (Erlang)

— CPU ID

CPU |1 2 3 4 5 6 7 8 9 10 |11 |12
Traffic|0.084/0.084/0.177/0.177|0.468|0.525|0.146|0.146|0.146|0.146/0.525/0.084
CpPU (13 |14 |15 |16 (17 |18 |19 |20 |21 |22 |23 |24

Traffic|/0.177|0 0 0.177/0.667|0.549|0 - 0.167|0.167|— 0.20
CPU 19 - application, CPU 20: Emergency, CPU 23, 25 to 34: Application,
Total =4.896 Erl

network. The other CPUs, from 25 to 34 (including 19 and 23) are part of the
applications proposed in the IoT network.

The traffic distribution for a MANET that consists of seven clusters, each
with 10 AdHoc users (Fig. 1), had the probabilities replaced by general values P;
and 1 — P; for each pair of outputs. Once the cluster utilization is known (or esti-
mated), it is possible to dimension the network. After it is validated, it is possible
to move beyond the simple (e.g. exponential) and include new ones (i.e. not just
exponential), and other possible distributions. Table 7 shows the estimated traf-
fic load for the uncongested network (in bps) (Table 6). By applying the equation
we obtain the values corresponding to A in Table 2. The initial probabilities were
estimated as P12=1/4, P28=1/3, P32=1/2, P45=1/4, P57=2/3, P64=1/2,
and P77 =0. The remaining probabilities for the GW’s were unchanged.

Table 7. Results for the mediator (CPU 24)

— CLT1|CLT2|CLT3|CLT4|CLT5|CLT6/CLT7|GW1 GW2|/GW3|GW4 CLR1|CLR2|MD
1.67 |1.67 |1.67 |1.67 |1.67 |1.67 |1.67 |0 0 0 0 1.67 |1.67 |5
A 1.67 [3.54 [2.92 |1.67 [3.54 |2.92 |5.49 |4.68 |10.49|0 6.67 |1.67 |1.67 |20

2

Notice that GW3 does not forward traffic because it operates only during
disaster or emergency conditions. On the other hand, the clusters with 1.67 bps
do not relay traffic, they generate their only traffic (fresh traffic) CLT1, CLT4,
CLR1 and CLR2 only forward their own traffic (i.e. they are not used as relay
clusters). The assumption is that each cluster head has enough processing to turn
it stable, which is the case with u; = 10bps. The only exception is the mediator
(MD), considering p; =50 bps. The total rate resulted in 67.02 bps.

5.2 Case 2 - VANET

In this section, the network was configured as a VANET by changing the param-
eters of the Random Waypoint algorithm (e.g. speed, angle and range) and it
was submitted to the application of the Monte Carlo method for the minimiza-
tion of the routing and consequently the total delay (thus reducing the number
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of hops), which consequently resulted in the representation of each cluster with
a single cluster head.

Considering the dimensioning of a VANET in a freeway [2], we may optimize
the initial probabilities to obtain the least possible delay. We apply the Monte
Carlo method using Jackson Networks (implemented in Matlab), from an ini-
tial network condition. The Monte-Carlo optimization is based on the sorting of
the probabilities of connection between clusters (i.e. Pia, Pog, P32, Pys, Ps7, and
Pg4), after which new arrival rates A’s were calculated using Eq. 1. The new val-
ues were compared with old ones and replaced for the next round (as the new
minimum) of execution if they resulted in a shorter delay (minimization func-
tion). An arbitrarily large number of runs was choses (320 million executions).
The communication between clusters contains now only one link (as opposed to
two link used in the initial MANET model).

Since P77 =0, it was not incluced in the optimization. The results indicated
values near one (1) or near zero (0) and were approximated to one or zero,
ie. P12=1, P28=1, P45=1, P32=0, P57=0, and P64=0. The sum of all
rates resulted in 66.22 bps (in this case). It is worth mentioning that there is an
analogy between the VANET optimization and the reduction in the road traffic.

5.3 Case 3 - Disaster Recovery (Worst-Case Scenario)

The fundamental issue in this case is network availability and reliability. All
probabilities P;;’s are reset and all the traffic in the seven clusters is forwarded to
the GW3 gateway (emergency). Thus, the R-Matrix has all the elements related
to the CLT clusters (sensors) set to zero, except the ones from the GW3 column,
which are all 1’s (one). The remaining rates were unaltered. The result indicated
that GW3 has to allow a flow of 7-1.67 =11.69 bps. Thus, its processing capacity
has to be increased from 10 to 20 bps. Since the links are single links, they must
be duplicated for the sake of reliability. On the othe hand, within this context,
GW3 must also be duplicated. The rates are shown in Table 8.

Table 8. Case 3 - average arrival rates for each cluster

—|CLT1|CLT2|CLT3|CLT4|CLT5|CLT6/CLT7|GW1|GW2|/GW3|GW4 CLR1|/CLR2 MD
1.67 |1.67 |1.67 [1.67 |1.67 |1.67 [1.67 |0 0 0 0 1.67 |1.67 |5
A |1.67 [1.67 |1.67 |1.67 |1.67 |1.67 |1.67 |0 0 11.69|0 1.67 |1.67 20.03

=2

Another aspect to be taken into consideration is the loss of connectivity of
mobile devices. In [6], we have shown, through the Random Waypoint Algorithm,
that the loss of connectivity was around 5%. In order to absorb the loss of
connectivity, we suggest the insertion of a mobile macrocell that would cover
the whole area including the seven clusters, albeit incurring in increased costs.
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6 Summary, Remarks and Discussion

In this section, we add a number of considerations and issues related to the
validation of the proposed simulation model:

1. Methodology assessment. The focus of this work is the modeling at the IP layer
in order to evaluate the traffic and the delays of the network from the IP layer
and above. The goal of the work is to analyze the behavior of the network at
the transport layers, to allow the proper dimensioning of the network capacity.
Thus, the physical and data link layer are abstracted away. The behavior of
the network at the IP layer captures the characteristics of the lower layers.
For example, a noisy link channel would have a larger impact on the delays
at the IP layer. The goal of the methodology is to validate the simulation
model with an analytical model. The validated simulation model can then be
run with measured data from a real-world network for network management.
The performance parameters from the simulation model must approximate
those of the analytical model in one first step. In a later step, the measured
values should also approximate those from the simulation model in order to
establish the correctness of the methodology. The methodology is based on
well-established discrete event-simulation (using the Arena simulation tool).
The full model is able to include behavior from the physical layer, e.g. mobility
and packet losses and propagation model by the integration of the simulation
tool with Matlab [7,8]. Once the model is validated, it is intended to be run
with the actual features of the real-world input traffic (including packet size,
input distributions or inter-arrival times). Priority messages and other real-
world features are also easily incorporated in the simulation model according
to the requirements.

2. Network complexity. The scope of this work is a simulation model (as opposed
to a real-world network). Therefore, within this context, verification and val-
idation of computer simulation models is conducted during the development
of the simulation model with the ultimate goal of producing an accurate
and credible model. The performance attributes that are under considera-
tion are the delays in the queues (IP layer) and the processor utilization.
For this purpose, the simulation model is compared with a network of queu-
ing delays model (i.e. Jackson networks) which yields these same parameters
under analysis. The goal of this paper is to validate a simulation model with
an analytical one, which is one form of validation. However, one might be
interested in modeling and validating features of the physical layer in isola-
tion from the rest of the network. The modeling and simulation of the full
features of the network is a challening task given the complexity of modern
systems. However, in many cases, the designer is usually interested in design-
ing, planning and dimensioning one or a few layers of the model, and the
capturing the whole behavior of the network is in most cases unnecessary.
In any case, the idea of using Jackson’s network does not exclude the need,
in the real case, to perform monitoring and measurements in the network to
adjust the probability distributions and the parameters to be considered in
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the simulation. There must be a feedback between the simulation model and
the real world and vice-versa.

Jackson network model. The Jackson networks [4] used in the methodology
belong to the field of queueing theory. The typical IoT network that was pro-
posed has 14 global nodes. This type of configuration allows the adjustment
of a Jackson network of size 14 X 14 nodes. For the purpose of validation,
a Jackson network is a collection of queues (nodes) connected by links that
have the same topology of the simulation network model (Fig.1). The map-
ping of the physical topology of the network is captured by the analytical
model through the R matrix (Table2). From there, the correct application
of the equations defined by the Jackson model [4] leads to the desired delays
and processor utilizations. It is also possible through the model to calculate
the mean global delays.

Structure of case studies. In Case 1 we have simulated the whole network in
order to find out the network delays and processor utilization. In Case 2 we
have not simulated the network, but instead we used the Jackson queueing
model to minimize the network delays using the Monte Carlo method and the
probabilites as the input parameter (to be randomly selected). On the other
hand, in Case 3 (not a simulation case), we used the Jackson network to run
a worst-case where all nodes have collapsed and all the traffic flows to the
mediator through Gateway 3 (which has redundance and spare capacity). The
topology used is the same in all cases (i.e. Fig.1). One basic assumption is
that the simulation model is to be fed with measurements from a real-world
network, and these observations do capture the behavior of the protocols
and their implementations. Therefore, the specifics about the protocols, the
underlying technology and the implementation in use can be abstracted away
without sacrificing the quality of results (delays and processor utilizations).
In particular, the use Jackson networks for the analytical model is relatively
straightfoward, since the Jackson network has the same topology as the simu-
lated network, and the analytical model is quite simple. The simulation model
and the simulation results and confidence intervals were presented in [2,5-8]
and were not repeated in this work.

Conclusion

In this work, we have shown the steps towards validation of a simulation model
with an analytical model based on Jackson networks. We have considered the
mean delay for the total traffic in the network (flowing to the mediator MD or
destination node) as the parameter for comparison. A basic model was validated
and then two variants were added, one for a VANET and the second for an
emergency scenario. The latter cases were validate through incremental valida-
tion, i.e. the models were slightly changed (their probabilities), thus resulting in
validated increments.

In future work, we envisage the validation of the models considering the traffic

for each CPU in the model individually. This would be carried out from a simple
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network and moving on to a more complex system. Another possible avenue
would be the comparison of alternative approaches to validation, especially those
stemming for the artificial intelligence domain.
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Abstract. Making use of reliable and precise location and tracking sys-
tems is essential to save firefighters lives during fire operations and to
speed up the rescue intervention. The issue is that Global Navigation
Satellite System (GNSS) (e.g., GPS and Galileo) is not always available
especially in harsh wireless environments such as inside buildings and
in dense forests. This is why GNSS technology needs to be combined
with auxiliary sensors like inertial measurement units (IMU) and ultra-
wideband (UWB) radios for ranging to enhance the availability and the
accuracy of the positioning system. In this paper, we report our work in
the scope of the AIOSAT (Autonomous Indoor/Outdoor Safety Track-
ing System) project, funded under the EU H2020 framework. In this
project, the Royal Military Academy (RMA) is responsible for develop-
ing a solution to measure inter-distances between firefighters, based on
IEEE Std 802.15.4 compliant UWB radios. For these inter-distance mea-
surements, accuracy better than 50 cm is obtained with high availability
and robustness. Medium access control based on time division multiple
access (TDMA) mechanism is also implemented to solve the conflict to
access the UWB channel. As a result, each node in a network can per-
form range measurements to its neighbors in less than 84 ms. In addition,
in this project, we are in charge of developing a long-range narrow-band
communication solution based on LoRa and Nb-IoT to report updated
positions to the brigade leader and the command center.

Keywords: Location + Tracking - Firefighters - UWB RF-ranging -
LoRa - NB-IoT

1 Introduction

Real time localization and tracking of fire responders is an important feature in
rescue services management, in order to ensure the safety of the rescue workers
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and to accelerate the search and rescue process [1]. The satellite-based posi-
tioning technology, generally known as the global navigation satellite system
(GNSS), allows rescue workers to operate efficiently, however, the reliability and
accuracy of such a system are often poor or absent during fire operations, at
places like dense forests, underground parking, and inside buildings.

In this context, our work fits in the framework of an EU H2020 project
named AIOSAT (Autonomous Indoor/Outdoor Safety Tracking System). The
main objective of the project is to develop an integrated positioning and alerting
system that aims to overcome aforementioned limitations of GNSS usage in
rescue interventions in harsh signal propagation environments, and to improve
the safety of first responders [2].

For this purpose, GNSS absolute position estimate is improved by the
satellite-based augmentation system provided by the European Geostationary
Navigation Overlay System (EGNOS). Furthermore, support of inertial mea-
surement units (IMU) and radio frequency (RF) UWB ranging transceivers will
be used to face GNSS-disadvantaged environments. Accordingly, GNSS positions
are enhanced with EGNOS and fused with position information inferred from
IMU sensors and range measurements from UWB radios, to provide high avail-
ability and high integrity positioning and tracking information of all members
in a rescue team. A robust wireless communication system based on three tech-
nologies: LoRa standard, narrowband IoT (NB-IoT) and Bluetooth 5 (BT5) will
be used to report calculated positions of the individual team members to the
brigade leaders and to the coordination center.

The task of the Royal Military Academy (RMA) in this project is to develop
an RF system based on IEEE Std 802.15.4 compliant UWB transceivers to mea-
sure inter-distances between the firefighters [3]. In addition, our task consists
also in the development of the long-range communication system of the AIOSAT
project, to allow sending position data to the intervention supervisors using LoRa
and NB-IoT links. BT5 communication sub-system is implemented by another
partner in the project. Each firefighter will be equipped with a portable AIOSAT
module, including a GNSS receiver, an IMU sensor, and an UWB radio. These
modules are controlled by a main processor, typically a Raspberry Pi that per-
forms mainly the fusion algorithm and controls communication flows.

Nowadays, many real-time indoor localization systems (RTLS), based on
UWB transceivers are commercially available, from companies like: Decawave,
Ubisense, Time Domain, Zebra and Nanotran. Traditionally, the RTLS system
consists of multiple fixed reference points, called anchor nodes, with known posi-
tions and mobile tags with unknown positions [4]. The tags try to estimate their
positions relative to the anchors [5]. In the ATOSAT project, it would be imprac-
tical to set out anchor nodes. Therefore, we propose to implement, on the inte-
grated UWB transceivers, a ranging scheme to measure inter-distances between
freely moving UWB nodes, without a need for fixed reference nodes. This inter-
distance information can then be used to enhance the estimated positions of
the portable ATOSAT modules. A time division multiple access (TDMA) mech-
anism is also implemented to control the UWB medium access. This medium
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access mechanism is important to schedule the time slots relative to the different
devices in the network to perform their ranges estimate.

In this project, we used DW1001 miniaturized UWB transceivers from
Decawave on which we implemented our ranging scheme. This device has an
IEEE Std 802.15.4-2011 compliant radio (DW1000), and a microcontroller from
Nordic Semiconductor (nRF52832) [5,6]. Tests results of range measurements
between first responders developed using these devices are discussed in this
paper.

The paper is organized as follows: Sect.2 describes the architecture of the
distributed AIOSAT system, Sect. 3 describes the RF-UWB ranging principle,
the implemented scheme, and the scheduling mechanism. In Section 4, the exper-
imental results of the UWB ranging system are presented and discussed. And
finally, Sect.5 describes the IoT communication solution and gives some field
tests results and concluding remarks.

2 Architecture

2.1 Distributed System Architecture

On the next page, Fig. 1 represents the system level architecture of the AIOSAT
system, which is designed in order to meet the user requirements. The rescue
intervention is composed of few fire trucks staffed with 4 firemen, one fireman
driver, and one brigade leader. They are supervised by a mobile coordination
center (MCC). Each firefighter is equipped with an integrated AIOSAT module,
composed of a GNSS receiver, an IMU and an UWB transceiver. The gath-
ered data, from the three sensor systems, is locally processed at the level of
the firefighters to give enhanced position estimates. The estimated positions are
reported to the brigade leader and the MCC that are in charge of the coordina-
tion and control of the rescue operation. They are equipped with a visualization
tool for the real-time tracking of moving resources. Estimated positions are sent
using one of the two communication links (LoRa, NB-IoT) [2]. Downlink alert
messages sent from higher levels to firefighters are also supported by this archi-
tecture.

2.2 Portable AIOSAT Module Architecture

In order to enhance the accuracy and availability of firefighters positions, their
locations are measured from three types of sensors: GNSS, IMU, and UWB
transceivers. The data of each sensor is locally published to a broker using the
MQTT publish-subscribe based messaging protocol, then a fusion algorithm pro-
cess those inputs to provide enhanced estimated positions that are sent over com-
munication links to the team leaders and the MCC. This process is presented in
Fig. 2 [2]. Our contribution in this project are following:

— Inter-distance ranging between firefighters in indoor environments measured
using RF UWB technology. Firefighters are equipped with UWB transceivers
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Fig. 1. Distributed AIOSAT system architecture.

that compute the range between them based on the time of flight (ToF) of
exchanged packets.

— The transfer of enhanced positions from the firefighters to the brigade leader
and to the MCC is ensured using either LoRa technology or NB-IoT if cov-
erage is available [7].
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Fig. 2. AIOSAT portable module architecture.

3 RF-Ranging Principle

A promising positioning solution for areas with poor or no GNSS coverage,
typically indoor environments, is to make use of RF-based UWB technology
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[3]. The principle is to estimate the ToF of exchanged RF signals between
UWRB transceivers from which we can derive ranging information. A symmetrical
double-sided two-way ranging (SDS-TWR) scheme is used to estimate this ToF.

3.1 Symmetrical Double-Sided Two-Way Ranging

The mechanism relies on time-stamping the instances when a packet leaves the
transmitter and arrives at the receiver measured according to their own clocks.
Figure 3 describes the messaging sequence that we applied for range measure-
ment initiated by node 4 to all its 1-hop neighbors based on the SDS-TWR
scheme. This ranging process is preceded by a phase of neighborhood discovery
using so-called hello packets in order to draw up a list of 1-hop neighbors of a
node. The SDS-TWR scheme relating two or more nodes is organized as follows:

— Node i starts by broadcasting a ranging request packet called probe to all its
neighbors. This packet includes the beforehand carried out neighbors list.

— When receiving this probe packet, each UWB node that finds itself in the
neighbors list sends a response packet after waiting a certain delay relative
to its position on the list, that is to make the neighbors respond in a certain
order. Although, those delays are dictated by the node i in its communicated
neighbors list, they are measured independently according to each neighbors
own clock.

— After sending probe packet, node i waits a predetermined time (c) relative
to an estimation of the required waiting time to receive response packets
from the last neighbor in the list, then it broadcasts the second packet called
feedback.

— Upon receiving the feedback packet by the 1-hop neighbors, they reply by
sending report packets where they include timestamps for receiving probe and
feedback packets, and transmitting response and report packets. this allows
the node ¢ to estimate the ToF of the exchanged packets and thus to deduce
the distances that separate it to each neighbor. The neighbors send report
packets in an inverse order to the one used for sending response packets.
With this order reversal, we have symmetrical delays between receiving the
feedback (Trfz ;) and sending the response packet (T} ;) by a neighbor node
‘4" from one side and receiving the report packet from that node (7, ;) and
sending the feedback packet by node ¢ from the other side (Tt’;l) In this way,

a symmetry is also applied between the delay between sending the feedback
packet (T, t’;Z) and receiving the response (T2 ;) from neighbor ;" in one side,

rT,]
and the delay between sending the report (T} ;) and receiving the feedback
packet (TT];J) from that neighbor, in the other side. Therefore, a precise

estimation of the ToF and thereby of the range is guaranteed.
— Node 7 estimates the ToF to a neighbor node j, after receiving the corre-
sponding report packet, as given by (1) [15].
(Tf _ s ) _ (Tf _ s ) (TTP _ Tf
+

rT,j tx,j ta,t rT,] rT,j ta,i

4 4

)= (TP, =T, )

(1)

tror =
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The main optimization that we introduced to the original SDS-TWR, scheme
results in a reduced number of exchanged packets compared to the typical or
classical implementation of the SDS-TWR. When ranging with & neighbors, our
scheme requires 2+ 2k packets whereas the classical SDS-TWR would require 3k
packets to do the ranging with the same number of nodes. This reduction in the
packets is achieved by broadcasting probe and feedback packets to k neighbors,
compared to the classical implementation where range measurement is done
pairwise—in which case one probe packet and one feedback packet are required
per node-pair. In addition, we reduce the error in the ToF estimation by reversing
the order of sending report packets by the neighbors compared to the order of
sending response packets. This ensures an accurate range estimate. With the
ToF estimate and knowing the propagation speed of the RF signal, node ¢ can
estimate the range to all its 1-hop neighbors.

@2 2329 ;9

node % neighbor neighbor neigi(hbor
b 1 2
P § b
th,i Tp 1
Y ) pr
) ra,k
TS
rs Response Packet th 1
1 .
i Response neighbor 1 TtT IS 9
rs 5 s
rx TS
' Response neighbor 2 th k
TS . I
. ra,k
Ti,1 Ti,2 Response neighbor k
Ti,k
T Feadback ket £y
tx,i \Trm,l Trz,2 !
Report Packet | Eﬂ ra,k Th
rp Timestamps - Report neighbor k Ttrz P A
P e ’
T’r‘z,k ) T1,i
Report neighbor
TP I TP
O T2
Report neighbor 1
TP e | 7grp
Trm 1 Ttrc ,1

Fig. 3. Packet sequence exchange in SDS-TWR with 1-hop neighbors.

3.2 Performances

We need to minimize the ToF estimation error in order to enhance the accuracy of
the calculated range between UWB radio nodes. The error in ToF estimate, and
thereby in the range estimate, depends on the precision of the crystal oscillators
driving the clocks of the nodes, and the waiting time between receiving a packet
and transmitting the corresponding reply, as in (2) [3].

1

e E(Tj,i_Ti,j)(Q_E]’)- (2)



54 R. Lahouli et al.

Where e denotes the estimation error in ToF for SDS-TWR, assuming both
participating nodes remain static. The drifts on the clocks of the two ranging
nodes are denoted by €; and €;. We can see that the error in ToF estimate for
SDS-TWR, is proportional to the difference in 7; ; and 7;;, which denotes the
waiting times between receiving a packet and sending the corresponding response
packet for given node 4 and its neighbor j, respectively (c.f., Fig.3). The delay
depends on the packet airtime, radio turnaround time, and required time to
process the ranging packet. Note that, these waiting times are on the order of
a few milliseconds, while their difference 7; — 7; can be easily controlled to the
order of a few tens of microseconds using low stability commodity clocks. It is
important to notify that the timestamps are captured close to the physical layer,
consequently, the jitter is minimal. For example, for a difference of waiting times
between two ranging UWB nodes of 100 s, with clocks drift of 8 parts per million
(ppm), we have an error on the ToF estimate of about 0.2 ns. Knowing that, for
a target ranging accuracy of 33 cm, the estimated ToF needs to lie within 1ns
of the true ToF given the speed of light. We can conclude, that the SDS-TWR
can provide required ranging accuracy despite significant clock errors. Note that
each 1-hop neighbor will include also, its own estimated position, in the response
packet that it sends to node i, as this will be needed by node i to estimate its
own position based on the inter-distance measurements.

3.3 Medium Access Control Technique

To support conflict-free measurements using the UWB link, it is important to
use a scheduling mechanism. To this end, we implemented a TDMA medium
access control mechanism, where the transmissions of the different UWB nodes
in a neighborhood, are arranged in respective time slots within a periodic frame.
In each allocated time slot, the corresponding node performs ranges estimate to
all its neighbors. We chose to use 1 pulse per second (PPS) signal to synchronize
the UWB frames. We get the PPS signal from the GNSS receiver included in the
ATOSAT module as presented in Fig. 2. The results of implementation and tests
of this synchronization scheme show that each UWB module performs ranging
with up to 11 neighbors within a TDMA slot of 83.33 ms. Therefore, 12 UWB
nodes can perform range estimate to each other in their corresponding time slots
in a frame of 1s.

4 Experimental Results of the RF-Ranging System

We want to reduce the duration of the ranging sequence presented in Fig. 3.
To this end, we need to reduce the size of the exchanged packets. The packet
airtime can be reduced by decreasing the preamble length (number of symbols)
and increasing the data rate. Tests are required to assess the influence of these
two parameters on the ranging performance in terms of success rate of ranging
sessions, and accuracy and precision of range measurements. We assume that
a ranging session has succeeded when all packets needed to be exchanged are
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properly received, see Fig. 3, and we are able to calculate the distance. For each
of the tests that we will discuss in this section, we conducted a set of 1000
measurements and out of that we counted the number of the succeeded ranging
sessions. This number out of the total attempted sessions gives us the ranging
sessions success rate.

To this end, we have used Decawave DWM1001 UWB transceivers to imple-
ment our modified SDS-TWR algorithm that provides range measurements
between an initiating UWB node and its dynamically discovered neighbors.
These devices support 7 frequency channels among 16 channels provided by the
IEEE 802.15.4 standard and 4 different bandwidths [3,5]. For the tests, we con-
figure the transceivers to operate on channel 5 [6240-6739.2 MHz] for which the
integrated antenna on the DW1001 module is tuned [5]. Decawave gives the pos-
sibility to configure its devices on three different data rates (110kb/s, 850kb/s
and 6.8 Mb/s), and 7 different preamble lengths (64, 128, 256, 512, 1024, 2048,
4096) [6]. In fact, the sensitivity of the DW1000 radio improves as we go from
the highest data rate to the lowest available one [14]. Moreover, the choice of the
preamble length affects the ability of the receiver to detect the incoming signal
in the noise [14].

We conducted a series of tests for different radio parameters (e.g., data
rate and preamble), and in different locations (e.g., outdoor, indoor). For each
test setup, we collected 1000 range measurements which enable us to compute
descriptive statistics of the results (e.g., ranging session success rate, average
range, and standard deviation of the measured range). With these descriptive
statistics we characterize the performances of the implemented ranging algo-
rithm. By decreasing the data rate and increasing the preamble length, it is
expected that the UWB communication reliability and operational range will
improve in free space line-of-sight (LoS) scenario [6]. Nevertheless, this leads to
an increase in the packet airtime, with corresponding increase in the required
time to conclude a range session, and consequently increases error in range esti-
mation. Based on the test results we find that we need to make a trade-off
between the availability and the precision of the ranging on one side and the
range session duration on the other side.

We conducted the first set of tests in an outdoor environment with LoS. The
main objective of these tests is to identify the maximum operational range that
can be achieved for different configurations of data rates and preamble lengths
as resumed by Table 1. In order to look for the maximum achievable range, we
increase progressively the separating distance between the UWB transceivers
and we stop at a threshold of ranging sessions success rate that we fixed at
80%. Success rate, mean range and standard deviation have been depicted in
Fig. 4. From the figure we can find that the range sessions success rates is always
better than 80% for all the tests. The mean range is calculated as the average
value over all the range measurements. We also measured the systematic error
for these sets of tests as given in Table 1. The systematic error represents the
error between the measured distance and the actual distance measured manually
using a laser range finder. The systematic errors are mainly caused by antenna
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delays [15,16]. Therefore, transceiver calibration is required to eliminate this
error. Consequently, further better accuracy are expected on the range estimate
[15].
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Fig. 4. Success rate, mean range and standard deviation of measurements in outdoor
tests for various data rates and preamble lengths.

It is important to note that in outdoor open spaces, the most common form
of multipath is caused by RF reflections from the ground that can interfere
constructively or destructively (causing fading) with the direct path signal at the
receiver [14]. For this reason, we need to take this fading effect into consideration
before we start recording the measurements. We can see from Fig.4 that the
standard deviation remains less than 8 cm. We can also notice that the highest
maximum range, which is 80 m, is reached as we operate with the lowest data
rate (110kb/s) combined with the highest preamble lenfth (1024). The maximum
operational range achieved for a data rate of 850kb/s is also important (between
70 and 73 m) which is sufficient for ATOSAT system requirements. What is also
interesting in this data rate is that the maximum range does not vary more than
3cm for the 4 different preamble lengths, moreover, the standard deviation is
limited to 3.2 cm for a preamble length of 256.

Using this combination of data rate and preamble length (850kb/s and 256)
can provide us a good operational range and accuracy for AIOSAT ranging sub-
system. We can see in Table 2 that the systematic error for this configuration is
lowest (23 cm) compared to the other data rates and preamble lengths combina-
tions. This configuration is preferred to the first one (a data rate of 110kb/s and
a preamble length of 1024) because the airtime of the frame is lower and so is the
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Fig. 5. Success rate, mean range and standard deviation of measurements in indoor
tests with a fixed distance of 70 m and for various data rates and preamble lengths.

Table 1. Summary of outdoor tests for different data rates and various preamble
lengths.

Data rate 110kb/s
Preamble length 1024 | 512 | 256 | 128
Average range (m) 80 |73 |77 |62
Average systematic error (cm) |42 |38 |36 |37
Data rate 850kb/s

Preamble length 1024 | 512 | 256 | 128
Average range (m) 70 |73 |70 |72
Average systematic error (cm) |27 |38 |3 |25
Data rate 6.8 Mb/s
Preamble length 1024 | 512|256 | 128
Average range (m) 36 |35 |37 |37
Average systematic error (cm) |41 |5 |43 42

range session duration. For example for the report packet which is the longest
one with 44 bytes payload, the airtime is estimated at 0.65 ms for 850kb/s and
256, compared to 4.13 ms for 110kb/s of data rate and 1024 of preamble length.
We can assume from Fig.4 and Table1 that we need to give up the option of
operating at 6.8 Mb/s for the AIOSAT project, due to its lowest maximum range
(less than 37 m) and its high systematic error (more than 41 cm).
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In addition to these outdoor experiments, we also conducted tests inside a
building where we positioned the two UWB nodes in a corridor of more than
80m long with a LoS. In this typical indoor environment maximum range that
can be achieved is expected to be larger to the quoted for outside free space,
because on top of the ground reflection we have additional multi-path reflections
from walls that give extra usable receive signal [6]. Figure 5 presents the results
of indoor tests for different configurations of data rates and preamble lengths.
In this case, the separation between the two nodes is fixed at a distance of 70 m.
Success rate, mean range and standard deviation are presented in Fig. 5. We can
see that the range sessions success rate remains higher than 77 % for data rates
of 110 and 850kb/s for the different preamble lengths. The standard deviation
stays less than 5cm for all cases in the figure except for the configuration of
850kb/s data rate and 128 preamble length where the standard deviation reaches
as much as 1.1 m. This latter combination is excluded from use in the AIOSAT
project. The ranging success rate is very low (less than 25 %) for a data rate of
6.8 Mb/s with preamble lengths of 1024 and 512. For this data rate combined
with a preamble length of 128, the standard deviation is very high (about 60 cm),
so we exclude these last combination too. We can use a data rate of 6.8 Mb/s
combined with a preamble length of 256 where the success rate is about 70 %.
To conclude, considering the tests results performed in outdoor environment for
maximum operational ranges, and the experiments results conducted in indoor
with fixed distance, and with a concern to minimize the UWB frame airtime
and consequently the range session duration, we assume that the combination
that fits more to this compromise is the one with 850kb/s data rate and 256
preamble length.

5 Communication System

The transfer of firefighters computed positions is ensured using long range com-
munication links (LoRa and NB-IoT). We have established on computer a private
LoRa network based on an open-source implementation of LoRaWAN network
server [8].

The firefighters are equipped with LoRa end-devices from Pycom (FiPy)
[9]. For NB-IoT connectivity, FiPy module can be used with a SIM card that
provides access to the NB-IoT network. Bidirectional LoRa communication is
implemented on Pycom class-A end devices. LoRa uplink communication serves
to send updated firefighters positions to the brigade leader and the MCC. Over-
the-air authentication is used by the end devices to join the LoRa network. We
also implemented the Listen Before Talk Adaptive Frequency Agility (LBT AFA)
protocol to access LoRa frequency channels; in order to avoid the end device
transmit duty cycle limitation of 1% imposed by the ETSI regulations [10], and
to lower the risk of collisions. LoRa downlink communication has also been imple-
mented in order to send alert messages from LoRa network to Pycom devices.
A MultiConnect Conduit TP67 gateway is used to relay messages between end
devices and the central LoRa local Network at the backend [11]. It is attached
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to the light pole of the firefighters truck and connected via Ethernet to the local
network as presented in Fig. 6. It forwards the received messages from the end-
devices to the LoRa server. This gateway is dedicated for outdoor environments
and it supports LTE back haul capabilities [11]. In some scenarios, we can use
more than one gateway in a rescue intervention, all forwarding packets to the
same local network server. Transmitted messages in this case can be received by
all gateways, where duplicated packets are removed by the LoRa server.

Fig. 6. Field test setup of LoRa communication.
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Fig. 7. LoRa tests in a parking scenario.

When NB-IoT coverage exists, FiPy devices are configured to send data using
NB-IoT uplink to the operator server. In rescue interventions in Belgium, we
use orange network [13]. Field tests of LoRa and NB-IoT communications have
been performed in an underground parking in Ghent, Belgium, in collaboration
with the fire station center of Ghent (FRS Centrum). The goal is to test the
communication system in a critical underground fire scenario. This parking is
situated in the center of Ghent, which is an old construction composed of 3 levels
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in the underground. Figure 7 presents the tests results in terms of SNR and RSSI
of LoRa communication using FiPy devices with spreading factors of 10 and 11.
We chose these high spreading factors to make the demodulation of received
packets possible even with very low SNR [12]. For the tests we sent packets
using sequence numbers as a useful data with an interval of 12s. This sequence
number is used to track the successfully transmitted packets and the lost ones.
The success rate of transmitted packets from the —3 level to the gateway placed
on a firefighter truck at the entrance of the parking is of 50% with a spreading
factor of 11. NB-IoT communication have also been tested in this parking but
the communication was bad. We could not transmit packets successfully from —3
level. So for this critical scenario, we prefer to use LoRa communication solution
for sending estimated positions of the rescue workers to the command center.

6 Conclusion

The aim of the AIOSAT tracking and alerting project is to exploit the posi-
tioning, ranging and communication subsystems to develop an application that
provides mobile situational awareness. Members positions, inter-distances, and
other sensor information are fused to give enhanced position estimates and alert-
ing functionality supporting the decision-making and safety operations of the
mission members. In this paper, we reported our work on developing the RF-
UWB ranging sub-system to measure the inter-distances between firefighters.
Experiments in outdoor and indoor scenarios have been conducted and discussed
in order to characterize the influence of relevant parameters such as the data rate
and the preamble length, on the ranging performances in terms of availability,
accuracy, and precision. Furthermore, a long-range communication system based
on LoRa and NB-IoT has been implemented and results from field tests in a crit-
ical underground fire scenario have been presented in this paper.
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Abstract. Wireless Sensor Networks (WSNs) are useful in several appli-
cation domains. They are often used for data gathering in an interested
area. The popularity of WSNs is due to their ease of deployment and
auto-configuration capabilities. A WSN network is composed by several
sensor nodes that must cooperate and build the network where each node
is in range of at least one other node. In star network topology, the sink
node is in range of the all others and the communication from each node
to the sink is assumed to be a single hop. So, the sink node can discover
all the others nodes around it belonging to the star topology.

In most cases, the network set-up phase begins with a topology dis-
covery. One usual way for the discovery process is to allow each node to
broadcast hello messages during a given period of time. When the sink
located at the center of the star topology is equipped with a directional
antenna, this discovery process has to be done for each beam direction
of the sink antenna. In this work we are dealing with a star topology
having a sink with a directional switched-beam antenna. In such case,
the connectivity between the sink and other nodes is intermittent.

In this paper, we present an optimized approach called WAYE that
helps to reduce the network discovery time using a sink with a switched-
beam antenna. The performance evaluation using Contiki Os Cooja sim-
ulator shows that the proposed approach outperforms the IEEE 802.15.4
CSMA /CA algorithm with directional and omni-directional antenna.

Keywords: Switched topology * Directional antenna - Network
discovery delay - Star topology - Wireless Sensor Network - Medium
access protocol

1 Introduction

Thanks to their ease of deployment and auto-configuration capabilities, Wireless
Sensor Networks (WSNs) are useful and applied in many aspects of our daily
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life such as home monitoring [1], heath care monitoring [2], industrial plan mon-
itoring [3], or volcanic earthquake monitoring [4]. In most cases, WSNs are used
for data collection where all nodes that collect data need to transmit them to
a central node usually called the sink in the literature. In star topology, data
collecting nodes are in the communication range of the sink and multi-hop data
transmission is not necessary.

Several works in the literature show that directional antennas are benefit for
wireless networks, such as increasing network capacity [5], extending transmis-
sion range [6] and reducing energy consumption [7]. However, when directional
antennas are used, many trivial mechanisms, such as medium access protocol,
routing protocols and neighbor discovery, become more challenging and need to
be redesigned.

In this work, we propose a directional antenna based network discovery app-
roach to help the sink node to discover the whole network topology at the network
start-up phase. The proposed mechanism is applied in a star network topology
where the sink is equipped with a directional antenna and an omni-directional
antenna for the other nodes.

The efficiency of the approach is evaluated and compared to the well-known
CSMA /CA protocol with and without directional antenna at the sink node. The
obtained results using the Contiki OS Cooja simulator show that the proposed
mechanism is efficient compared to CSMA /CA protocol.

The rest of the paper is organized as follows. In Sect. 2, we present an overview
of the related works dealing with neighbor discovery with directional antennas.
The different assumptions used in this work and our proposed neighbor discovery
mechanism called WAYE (Who Are You Enquiry) are described in Sect. 3. In
Sect. 4, we present the simulation environmental, the simulation parameters and
the obtained results. Section 5 conclude the paper and state future work.

2 Related Work

In wireless network with directional antennas, many early works such as [5,7,8]
have been done showing the advantages of directional antennas over omni-
directional antennas. The benefit of the directional antennas are several kinds
such as extending transmission range [5,8], increasing network capacity and
reducing energy consumption [7]. In [5], two neighbor discovery schemes were
compared: (i) in the first scheme, omni-directional antennas are used and all
neighbors discovery Hellos message are sent omni-directionally; (ii) in the sec-
ond scheme directional antennas are used and Hellos messages are sent direc-
tionally. Nodes in the both mechanisms use CSMA/CA to access to medium.
Authors argue that the generated topology with neighbor discovery exploiting
directional antennas is better because Hellos messages can travel farther; they
also found that when beam forming antennas are used, the CSMA is unsuitable
due to collisions.

Probabilistic neighbor discovery algorithms with directional antennas were
proposed in [9]. The authors discussed the choice of antenna beamwidth, they
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showed that the choice depends on the time At allocated for the neighbor dis-
covery process. When At is small, it is shown that large beamwith is preferable
because it results in a greater number of discovered neighbors. However, in case
At is large, narrower beamwidths are a good choice. A large beamwidth cov-
ers a more large transmission area that can cause greater collision than a small
beamwidth. But it has the advantage to allow many nodes to receive transmis-
sions simultaneously.

The authors in [10] also proposed two kind of neighbor discovery algorithms:
scan based algorithms exploiting directional antennas and random based algo-
rithms using omni-directional antennas. They showed that algorithms exploit-
ing directional antennas outperformed those using omni-directional antennas in
terms of data discovery delay.

In [11], authors compared the performance of CSMA based protocol with
MDMAC (Memory guided Directional MAC) protocol in which they added a
randomized neighbor discovery. MDMAC is directional MAC protocol for mil-
limeter wave networks. The authors shown through simulations results that the
MDMAC protocol outperforms the CSMA based protocol in term of throughput.
They also shown that the MDMAC throughput is improved when the antenna
beamwith is small.

Through the existing works, we notice that directional antennas have sev-
eral advantage in wireless communication. Such as extending the communication
range [6], increasing the network capacity [5] and reducing the energy consump-
tion. However, due to the particularity of the directional antennas and its dif-
ference to the omni-directional ones, most of the medium access schema and
network discovery mechanisms must be adapted or redesigned to feet directional
antennas. In this work we propose a new mechanism used for neighbors discovery
by a sink equipped with directional antennas.

3 System Description

3.1 Directional Antenna Model

The directional antenna model considered and used at the sink node in this
paper, is composed of 12 overlapped sectors or beams that cover the entire
omni-directional 360° plane as shown in Fig. 1. Each beam width is about 30°
and has one main lobe, two side lobes and one back lobe as depicted in Fig. 2.
The antenna sectors can be activated independently but two or more can not be
activated at the same time. The antenna model is proposed in [12].

3.2 The System Model and the Network Topology

A star wireless network as shown in Fig.3 is considered in this work, where
the central node (sink) is equipped with a switched beam directional antenna
and sensor nodes randomly deployed around the sink are using omni-directional
antenna. Furthermore, the following assumptions are made for this work:
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Each node has an unique identifier (ID).

The discovery process is started by a request of the sink node.

Sink node can detect collisions.

Time is divided into several time slots called a frame as shown in Fig. 4.
The network topology is assumed to be stable during the discovery process.
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In Table 1, we presents the different parameters and terms used in this paper.

Table 1. Parameters and terms

Parameters | Definition

So Number of idle slots (a slot in which no node responds)

S Number of successful slots (a slot in which the sink receives
correctly a response)

S5 Number of collided slots (a slot in which a collision occurs
due to simultaneous transmissions of two or more nodes.)

N The number of sensor nodes in the network

K Switched beam antenna sectors or beams number. K =12

NS Allocated time slots number by the sink node

3.3 WAYE: The Proposed Neighbor Discovery Protocol

In this section we present WAYE (Who Are You Enquiry), our proposed mech-
anism. It helps the sink node to discover its neighboring nodes, and is based on
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dynamic time slotting. The discovery process is divided into cycles and triggered
by the sink. Each cycle begins with a sink discovery request message (as shown
in Fig.5) called WAYE.

WAYE i Slot1 | Slot2 |-=———1 Slotk | WAYEi+1

1
a
Y

AT

Cydei

Fig. 5. Cycle in WAYE protocol

3.4 The Description of the WAYE Algorithm

At the beginning of the discovery process, the sink selects its antenna sector
(Sector 0 in Fig.1) and initializes the first cycle by sending WAYE toward its
neighbor nodes that are located in the sector coverage area. The WAYE contains
the current sector number (Sector ID), the initial number of allocated time slot
(NS) that will be used by neighbor nodes to send their reply message, and the list
of discovered nodes ID. It stays in the selected sector sending discovery request
cycle after cycle until all neighboring nodes located in that sector are found, then
it goes to the next sector, put the number of allocated time slot to the initial
value and set the list of discovered nodes ID to empty. In each cycle, the sink
checks the outcome of each allocated time slot. The sink uses these outcomes to
estimate the number of its potential neighbors and decides whether more cycles
are needed or not. A time slot has three possible outcomes as presented in Fig. 6:

1. Slot with collision which occurs when two or more nodes try to reply in the
same slot.

Slot with success when only one node selects and replies in that slot

3. Idle slot, which indicates that no neighbor node has selected the slot.

o

When a node hears the sink WAYE, it reads the current sector ID and the
number of allocated time slots (NS), and checks if its ID is in the sink discovered
list. If it finds that it is among the sink discovered nodes, it remains silent for
next cycles related to the current sector. Otherwise, it selects randomly a slot in
[1, NS] in which it will send its reply message named “Hello” to the sink. After
a node sends its Hello, it waits for the next cycle.

Whenever the sink receives correctly a reply message from a neighboring node,
it adds that node ID to its list of discovered node.
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Cycle 1 -Colllded slot |:| Succesful slot - Idle slot

WAYE
(Cycle 1)
NS=3

Sink

Node 3 [Ss, =1 [Hello |

Node 10 [Si0 =1 | Hello

Node 11 [, =2] Hello

Node 13 [Siss = 3] Hello

Node 16 ‘ Sics = 1 [Hello

Slots Slotl Slot2 Slot3 .
Cycle 2

WAYE
(Cycle 2)
—

Node 3 ‘Sz_z =1 ‘ Hello

Node 10 [S102=2] Hello

Node 11

Node 13

Node 16 ‘ Si02 =2 ‘ ]W\

Slots Slotl Slot2 Slot3

Fig. 6. Possible outcomes for a time slot. In this figures S. , means selected slot for
node z at the cycle y

3.5 Estimation of the Number of Sink Neighbors

In each cycle, the sink checks each time slot status. For a given time slot, if
the sink receives correctly a Hello from a neighbor, it increments the counter of
successtul slots (S7). If a collision is detected, it increments the counter of collided
slots (S3). Otherwise, the sink consider the slot as idle slot and increments the
counter of idle slots (Sp). At the end of the cycle, the sink uses the value of
So, S1 and S3 to estimate the number of its neighboring nodes according to the
following relation: S7 + (1.5 — %) x 2x S3. At the beginning of each cycle, Sy,
S1 and S5 are set to zero.

3.6 Time Slots Adjustment

The allocated time slots number (NS) is different from one cycle to another as
it is dynamically adjusted by the sink. At the end of a cycle, the sink estimates
the number of its neighbors and the remaining nodes to be discovered in the
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next cycle. The number of remaining nodes to be discovered is the difference
between the estimated number of neighbors and the number of discovered nodes
in the current cycle. Based on this estimation at the end of current cycle, the
sink allocates a number of time slots for the next cycle which is closer to the
number of remaining nodes.

3.7 Time Slots Adjustment

The discovery process ends when the sink has visited all its sectors for discovering
neighbors. A sector is visited, if the sink has discovered all neighbor nodes in
that sector. The neighbor discovery in each sector is done cycle by cycle by the
sink. For a given sector, if after a cycle, the sink observes that the number of idle
slots (Sp) is equal to the number of allocated slots (Sp = N.S), the sink initializes
a new cycle containing only one allocated slot. At the end of that cycle, if no
node replies, the sink considers that it has discovered all neighbors and switches
to the next sector.

During the neighborhood discovery process, the sink node fulfils a table that
contains the ID of discovered nodes in each sector. An example of the number of
nodes discovered in each sector is presented by the Table 2 with the network sce-
nario of 24 nodes. An other table with the RSSI value of each node in each sector
is also fulfilled as we can see on the Fig. 3 presenting the results of nodes with
ID 7. This Table3 can be useful during data transmission phase. For example
to transmit data to node 7 with the best observed RSSI, the sink can activate
the sector 150°. We gave the example of Fig. 3 based on RSSI value but other
metrics like LQI (Link Quality Indicator) can be also used.

Table 2. Nodes discovered in each beam.

Number of sector | Discovered nodes ID Number of discovered nodes
1(0°) 14, 22, 19, 11, 13, 6 6
2(30°) 22,19, 9, 16, 14, 11, 13, 5, 6 9
3(60°) 19, 21, 9, 16, 14, 11, 2, 13,5, 6 | 10
4(90°) 19, 16, 2, 13, 25 5
5(120°) 25, 23, 19, 11, 13, 24 6
6(150°) 4,14, 23, 7, 19, 11, 13, 18 8
7(180°) 22, 6, 16, 14, 7, 19, 12, 11, 13, 18 10
8(210°) 6, 16, 19, 20, 12 5
9(240°) 17, 21, 16, 15, 19, 5, 11, 2, 13 9
10(270°) 8,17, 21, 3, 14, 13, 19, 11 8
11(300°) 11, 19, 3, 13, 24, 10, 14 7
12(330°) 7,10, 14, 24, 19, 11 6
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Table 3. Discovering node 7 in different sector with different RSSI values

Node ID | Sector | RSSI value
7 150° | -—81
7 180° | —82
7 330° | -84

4 Simulations Environment and Performance Evaluation

We used Cooja simulator [13] to evaluate the performance of our proposed WAYE
protocol. Cooja is a java-based simulator designed to simulate sensor networks
running the Contiki operating system. WAYE is compared to the CSMA /CA
algorithm in both directional (CSMA-D) and omni-directional (CSMA-O) anten-
nas on the sink node. We used the standard version of the unslotted CSMA /CA
protocol of IEEE 802.15.4 [14].

Some rules are used to generate topologies for simulations. Nodes are spread
on a square generic deployment area which is divided in four quadrants. The
random positioning of nodes is used to remain close to a realistic positioning.
However, to avoid having less covered places than others, overlays and nodes
which are too distant each from others, we impose some constraints: (i) a new
node is deployed at a minimal distance from the nodes already positioned (ii)
the distribution of the nodes in the four quadrants has to be balanced.

An example of application of these two filtering rules is given in Fig. 7 for 40
deployed nodes on an area of 300 x 300 m?, spaced at least two meters apart.

300 R —

T T T Thee
sink A 1
L) o |

250 | o

200 | 4

150 | ® .%o 0
100 | o9 2 ML

50 | oo

0 L] *
50 | °
100 | . °
150 | .
200 |
250 |

-300 L L L L L L s ' H i :
-300-250-200-150-100-50 O 50 100 150200 250 300

Rqugdrant

Fig. 7. Topology generation

For each topology, all node are in communication range of the sink (star
topology) and we ensure that the network is connected (no isolated nodes) before
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starting the evaluation process. We used 3 network sizes with 24, 34 and 44
nodes. For each iteration, the same topology is used to evaluate each mechanism.
We used the Multipath Ray tracer radio Medium (MRM) provided in Cooja
simulator and we added a path loss random component with a standard deviation
of 5 dBs in order to emulate the instability of radio links. We also introduce
an outage probability of 5%, that means in 5% of attempts, node are out of
range of the sink. Doing so, helps to emulate slight unreliable link with 95% of
transmission success.

In the presented results, each value is an average of ten different simulations
for each scenario. We evaluated the performance of our contribution according to
the time needed by the sink to discover all nodes in the network. The simulations
parameters are presented in Table 4.

Table 4. Simulation parameters.

Deployment area 300 m x 300 m
Radio frequency 2.4 GHz
Transceiver CC2420

Receiver sensitivity | —85 dBm

Propagation model | Shadowing with outage probability

Antenna type - Switched beam antenna at the sink
- Omni-directional for other nodes
Slot length 8 ms

4.1 Sink Neighbor Nodes Discovery Delay

We evaluate the time necessary to the sink node to discover all its neighbors in
our approach WAYE with directional antenna sink and CSMA/CA with both
directional and omni-directional antenna sink.

Figures8, 9 and 10 present the delay needed for sink neighbors discovery
according to the number of node in the network. In Fig. 8, the obtained delay
with WAYE is compared to the delay of CSMA/CA with an omni-directional
antenna. The observed results show that the sink running WAYE with a direc-
tional antenna takes less time to discover its neighbors. For example with 44
nodes to discover by the sink, WAYE needs less than 1.5s to discover all the
nodes while CSMA /CA needs more than 4s.

In Fig.9, the neighors discovery delay for the sink using WAYE and
CSMA /CA with directional antenna is presented. These results show that WAYE
also outperforms CSMA /CA with directional antenna on the sink. The results for
WAYE, CSMA/CA with directional and omni-directional antennas are depicted
in Fig. 10.
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Fig. 8. Network discovery delay with omni-directional (CSMA-O) antenna sink in
CSMA/CA vs directional (WAYE) antenna sink in WAYE
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Fig. 9. Network discovery time for WAYE mechanism vs CSMA /CA algorithm with
directional antenna sink.

The good performance of WAYE is due to on the one hand the reduction of
the interference and collisions between nodes surrounding the sink thanks to the
fact that beams covered around 1/12 of the collision area for each orientation.
On the other hand, thanks to the optimized number of time slots allocated at
each orientation of the beam. The allocated slots are closer to the number of
nodes to discovery for each beam orientation, that helps to avoid wasting some
time slots.
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We also notice in Fig.10 that the CSMA/CA with directional antenna
has lower neighbors discovery delay than CSMA /CA with the omni-directional
antenna once the number of nodes to discover is greater than 38. With omni-
directional antenna at the sink node, we notice that the contention and collisions
increase with the number of nodes to discover. That is not the case with the
directional antenna. CSMA /CA with directional antenna outperforms the omni-
directional one thanks to the reduction of the contention and collisions between
nodes around the sink using beams. With the directional antenna, the collision
zone is reduced for each orientation of the beam that explains its performance.
The Fig. 10 confirms that WAYE outperforms both version of CSMA /CA in the
three evaluated network scenarios (24, 34 and 44 nodes).
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Fig. 10. Comparison of the three approaches.

5 Conclusion and Perspectives

Directional antennas have several advantages when applied in WSNs. They help
to improve the connectivity between nodes in the network. In this paper, we
presented our new mechanism WAYE that helps to shorten the time needed by
a sink equipped with a directional antenna to discover its neihgors nodes. This
mechanism is compared to the standard version of the CSMA/CA algorithm
running on the sink equipped in the one hand with omni-directional antenna
and in the second hand with a directional antenna. This performance of WAYE
is mainly due to (i) the reduction of interference and collisions between nodes
transmitting to the sink thanks to using beams of the antenna. And (ii) thanks
to providing an optimized number of time slots in each orientation of the beam
which is closer to the number of nodes covered by each beam orientation.
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The number of collisions during the discovery process is shown to have an

impact on the delay, in the future work, we would like to reduce as much as
possible the number of collisions by reducing the number of contenders in each
cylce with persistence based approach.
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Abstract. We describe a distributed algorithm to build a convergecast
tree and a corresponding schedule for a given wireless network executing
under Time Slotted Channel Hopping (TSCH). TSCH is one of the modes
of operation defined in IEEE 802.15.4e and is the communication basis of
current industrial wireless networks standards and the Internet of Things.
In particular, the algorithm we describe is efficient, scalable, provides
deterministic communication (no collisions) and is based on the Signal-
to-Interference-plus-Noise-Ratio (SINR) model, currently considered the
most appropriate to develop and analyze algorithms for wireless networks
when interference is taken into consideration.

1 Introduction

IEEE 802.15.4 [10] specifies the physical layer and the medium access control
(MAC) sublayer for low-rate wireless sensor networks. In order to accommodate
requirements of fabric and process automation applications, this specification
was amended by IEEE 802.15.4e [9], which introduced a set of new modes of
operation. In this paper we focus on one of these modes, called Time Slotted
Channel Hopping (TSCH). TSCH is the basis of operation of important indus-
trial wireless sensor network standards (WirelessHART and ISA 100.11a) and
has become an important part of the Internet of Things (IoT).

In TSCH, transmissions occur in specific combinations of time slots and
physical channels. Managing communication in a TSCH network thus requires
the definition of schedules, i.e., assignment of pairs of time slots and channels to
communication links between nodes so as to minimize interference. Scheduling
problems in TSCH networks have attracted much attention recently.

In [15,16] we presented a (localized) distributed algorithm to compute a
schedule given a communication topology, which is an arbitrary graph represent-
ing which nodes need to send messages to each other nodes. In this paper we
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present a related but different problem. We describe a distributed algorithm to
build a convergecast tree and a corresponding schedule for transmissions over
this tree on a TSCH network. A convergecast tree is a spanning tree that can
be used by nodes to send data to a specific destination node (a base station, for
example). A schedule is an assignment of a time slot and a channel to each edge
of the tree. We build schedules such that transmissions can occur without col-
lision (deterministically). In particular, we want to minimize the schedule size,
i.e. the number of time slots needed to schedule all edges of the tree. We assume
a Signal-to-Interference-plus-Noise-Ratio (SINR) model [6]. SINR is currently
the most appropriate model for the analysis and development of algorithms for
wireless networks when interference is taken into consideration. Previous works
on this problem either do not provide deterministic communication or are based
on a simpler (graph-based) interference model. Although we describe an algo-
rithm for a (theoretical) model, we contrast our results with figures of a real
deployment to argue on the potential of our approach to improve scheduling in
real settings.

After introducing TSCH in Sect. 2, we discuss related work in Sect. 3. In
Sect. 4 we describe the assumed system model. In Sect.5 we describe dilution,
the most fundamental concept upon which our algorithm is based. In Sects. 6,
7 and 8 we describe our algorithm, present its complexity and a performance
evaluation, respectively. Section 9 concludes the paper.

2 TSCH

In TSCH [9], communication is structured in slotframes. A slotframe is a set
of time slots that repeats continuously in time. Each slot is long enough to
allow a node to send a maximum length frame to another node and receive an
acknowledgement. The number of slots in a slotframe defines its size.

Direct communication between nodes happens in a given time slot and using
a specific channel offset. A channel offset is a number that identifies one out of a
set of channels available for communication. Each channel represents a specific
frequency hopping sequence, i.e. a predetermined sequence of frequencies that will
be used during transmissions (one frequency per time slot). A network operates
with a fixed number of possible channel offsets (typically 16). Time slotted access
and multichannel functionality provides robustness and deterministic latency
needed in critical applications.

The pairwise assignment of a directed communication between devices in a
time slot and a channel offset is called a link. Two types of links are defined:
dedicated and shared links. A dedicated link is associated with a single transmit-
ting node and one or more receiving nodes. A shared link is assigned to more
than one device for transmission.

In this paper, we only consider networks operating with dedicated links,
each with a single receiver. Additionally, although a network might operate with
multiple slotframes, we assume the use of a single one.



Convergecast in a TSCH Network Under a Physical Interference Model 79

3 Related Work

The development of distributed scheduling algorithms for TSCH has recently
attracted much attention (e.g., [1,5,7,8,13,17]).

In [1,8,17] the authors describe scheduling algorithms for convergecast trees
in TSCH. However, the algorithms are based on simple graph-based conflict mod-
els. For example, only transmissions through edges involving a common node
interfere with each other. Conflicts in wireless networks are much more involved,
depending on the relationship between signal power of concurrent transmissions.
The inefficiency of graph-based models has already been documented, theoreti-
cally, by simulation and experimentally (e.g. [12]). SINR is currently considered
the best model to analyze and design algorithms for wireless networks.

A different approach to distributively build schedules is described in [5]. The
authors describe Orchestra, a protocol for nodes to autonomously build local
schedules without signalling overhead. Orchestra is based on a routing tree and
has been the basis for other scheduling strategies, e.g. [13] where it is extended
to address different traffic loads in the tree. Algorithms based on Orchestra,
however, do not guarantee collision-free communication as in our algorithm,
except for slotframes with sizes greater than the number of nodes. As discussed
later, our algorithm achieves collision free schedules with much shorter schedules.

We have addressed scheduling under SINR in [15,16] for a related but dif-
ferent problem. We have described an algorithm to find a schedule given a set
of edges representing a communication topology. In this paper we describe an
algorithm to build a specific communication topology (convergecast tree) and a
suitable corresponding schedule. The algorithm to build the tree is based on our
algorithm in [2], but modified in such a way to minimize the schedule size (we
discuss it further in Sect. 6).

Scheduling has been considered under SINR for additional different problems
(e.g. in [3,14]). In [3] the authors address the question of how many colours are
needed to create a schedule that guarantees strong connectivity. In particular,
the problem for arbitrary graphs is left open. In [14] the authors address the
problem of disseminating k messages stored in k arbitrary nodes to the entire
network with the fewest time slots in a complete graph (single-hop network).

A (partial) survey of scheduling strategies for TSCH networks can be found
in [7].

4 System Model and Notation

Network Model. We assume a network composed of n static nodes spread on
an Euclidean plane and communicating by wireless medium. Each node v has
a unique id, denoted id(v), and a unique pair of x,y-coordinates. Each node
is equipped with an omni-directional antenna and all nodes transmit with the
same (maximum) power. We denote by r the mazimum transmission range, i.e.
the maximum distance from a transmitting node at which another node can still
receive the message when maximum transmission power is used. Without loss
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of generality, we normalize the maximum transmission range to 1. Each node
knows: its id, its x, y-coordinates, the number n of nodes in the network and the
number of communication channels available.

Granularity. The granularity of the network, denoted by g, is defined as
the maximum transmission range divided by the minimum Euclidean distance
between any two nodes, i.e., ¢ = r/dmin = 1/dmin, where dp,;, denotes the
minimum distance between any two nodes.

Communication. Each node might transmit in one out of a set C of channel
offsets, or simply channels. Communication is structured in a slotframe, com-
posed of a sequence of time slots. During network operation (after the schedule
is built) a message and its acknowledgment (if sent) can be both transmitted
during the same time slot. A slotframe repeats continuously in time.

Interference. Transmissions on different channels are assumed not to collide.
Communication between nodes on the same channel is defined by the SINR
model. This model has three fixed parameters: path loss o > 2, receiver sensibil-
ity 3 > 1 and ambient noise A” > 1. Let P, be the transmission power used by a
node v. The SIN R(u, v, T) ratio for nodes u, v and a set 7 of nodes transmitting
on a channel c¢ is defined as follows:

P, - dist(u,v)™®

SINE(u, v, T) = 7 Yower\{uy Pu - dist(w,v)=* v

A node v successfully receives a message from a node u if w € 7, v is not
transmitting, v is listening to messages in ¢, and:

SINR(u,v,7) > f

Communication Graph. According to SINR, a node v located at distance r
from a node u can only receive successfully a message from u on a channel if
u is the only node transmitting in the whole network on that channel. Thus
we assume here (as it has become usual) a communication graph G(V, E) of
a network as consisting of all nodes and edges (u,v) such that dist(u,v) <
(I1—¢)r =1—¢, where 0 < € < 1 is a fixed model parameter. The communication
graph is assumed to be connected.

Grids. The algorithm described in this paper is based on divisions of the plane
into grids. A grid of square boxes of size ¢ x ¢ is denoted G.. In a grid: all
boxes are aligned with the coordinate axes; point (0,0) is a grid point; each box
includes its left side without the top endpoint and its bottom side without the
right endpoint and does not include its right and top sides. In a grid G., we will
call a k-superboz (for example, a 4-superbox, for k = 4) a set of k adjacent boxes
of the grid forming a square.

5 Basic Procedure: Dilution

Our algorithm is based on dilution. Dilution is a procedure that guarantees that
nodes far away enough from each other can transmit successfully within a certain
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Fig. 1. Dilution

range on a given communication channel [11]. The basic idea of dilution is that
given a grid G, where a single node might transmit per grid box at a time, there
is a constant distance d (in numbers of grid boxes) such that if nodes that are in
boxes at distance d from each other transmit simultaneously, their transmissions
will be successfully received within the (2v/2)z distance from each of them.
Figure 1 illustrates dilution. It shows a grid G, and a distance d (d = 10
in the figure). Observe that d defines d?-superboxes, i.e., squares of d x d grid
boxes. If at most a single node transmits per box of the grid, dilution guaran-
tees that nodes in boxes in the same relative position within the d?-superboxes
can transmit simultaneously and successfully within the (2v/2)z range. Figure 1
shows nodes (little black dots) in boxes index 0 of each d?-superbox. If they
transmit simultaneously their transmissions will be successfully received in the
indicated range (dashed circles). Dilution consists of first scheduling nodes in
boxes index 0 to transmit, then those in boxes index 1, then index 2, and so on,
until boxes index d? — 1. Details about how d is computed are found in [11,16].

6 Building a Convergecast Tree

6.1 Overview

The algorithm to build a convergecast tree has two phases: a first phase, when
ranks are assigned to nodes; and a second phase, when the tree is built. It is
illustrated in Fig. 2.

Ranks are assigned to nodes using a simple variation of the broadcast algo-
rithm described in [11]. A broadcast algorithm disseminates the same message
from a source node to all other nodes. In our case, each node behaves as defined
by the algorithm in [11], but, instead of forwarding the message from the source
node, it transmits a new message with its own id, rank, position and additional
information needed to guarantee that the broadcast tree will only contain edges
of length at most 1—e. Each node defines its own rank when it receives a message
for the first time. An example broadcast tree is illustrated in Fig. 2(a).
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Fig. 2. Phases of the algorithm to build a convergecast tree

In the second phase, the plane is divided into a grid G, for z = (1 —¢€)/v/2
(see Fig. 2(b)), such that the maximum distance in a box (diagonal) is the maxi-
mum transmission range in the communication graph (1 —e€). The nodes in each
nonempty box will elect a leader (marked with a circle in Fig. 2(b)). The leader
will be the node with the highest rank in the box. The leader election procedure
defines a local tree inside the box (see Fig. 2(b)). Along this procedure, the nodes
exchange information such that at the end the leader will know the structure of
the local tree. The local tree will be used by nodes to convergecast data locally
to the box leader.

The global convergecast tree will be built by connecting each leader of a box
to the node from which it received the first message in the rank assignment phase
(see Fig. 2(c)).

The global schedule is defined based on the existence of two types of edges in
the convergecast tree: edges inside boxes of grid G, (internal edges) and edges
whose adjacent nodes are in different boxes of this grid (external edges).

The details of each part of the algorithm are described in the next subsections.
Due to lack of space, we will not provide formal proof of correctness of the
algorithm.

6.2 Assigning Ranks

A rank of a node is an ordered pair containing an integer number and the node’s
id. Initially the source node builds its rank using any integer number and its
id. When any other node v receives a rank from a node w for the first time, v
builds its own rank using its own id and 1 less than the integer number in w’s
rank. Ranks are thus totally ordered, as ranks with the same integer will have
different node ids (which can be totally ordered).

We assume the use of a modified version of the broadcast algorithm for known
granularity described in [11]. This algorithm works as follows. A node can be
either active or inactive during any instant. Initially only the source node is
active. The source node broadcasts the message and becomes inactive. The nodes
that have received the message become active. The plane is then divided into a
grid G, for z = ¢/(2v/2). The nodes in each nonempty box elect a leader for the
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box. The leaders then broadcast the message again and the process continues.
This procedure builds a broadcast tree, where the parent of a node is the node
from which it has received the message for the first time.

We assume two modifications in this algorithm: (a) when the leaders transmit
the message, they transmit the ids, ranks and coordinates of all nodes inside its
box - these data are collected during leader election; (b) when an inactive node
receives a message, it checks the ids and coordinates of nodes in the message and
chooses as its parent a node whose distance to it is less than or equal to (1 —¢).

This algorithm will generate a tree spanning all nodes in the graph, every
node will have a rank (less than its parent’s rank) and all edges of the tree will
have length that is equal or less than (1 — €). This is a consequence of the fact
that the communication graph is connected and the properties of the broadcast
algorithm from [11].

6.3 Local Trees

Local trees are built in each nonempty box of grid G, for x = (1 —€)/v/2 (see
Fig.2(b)). As previously said, this box size is such that the maximum distance
inside a box is the maximum transmission range in the communication graph
(I—e).

To build the tree, we use a variation of the leader election with known gran-
ularity described in [11]. This algorithm builds a tree rooted at the leader node.
Based on the granularity of the network, we define a grid G, such that there
is at most a single node in each grid cell: v/2z must be less than or equal to
the minimum distance between any two nodes (Fig.3(a)). Then nodes in each
4-superboxes elect a leader among themselves and become children of this leader
in the local tree (Fig.3(b) - the leaders are identified by circles). The value of x
is then doubled, defining a new grid Gs;. Then the leaders in each 4-superbox
in this grid elect a leader among themselves (Fig. 3(c)) and become children of
this new leader in the local tree. This process is repeated until x = (1 — €)/v/2
(Fig. 3(d)), when the local tree is finished. This is a variation of the leader election
algorithm from [11] as along the leader election procedure the nodes transmit
to their parent in the tree the structure of its subtree. Thus, at the end of the
algorithm, the leader in each box will know the ids and the structure of the
whole local tree in its box.
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6.4 Global Tree

After a local tree is built in each nonempty box of the grid, the global converge-
cast tree spanning all nodes in the graph is built by connecting the leaders in
each box to their parent in the broadcast tree (see Fig.2(c)). Convergecast will
be performed locally in the boxes to the leaders using the local trees, from the
leader to some node outside the box and then again up to the global tree root.

An important property of the global convergecast tree is that there will be a
single edge in each nonempty box used to flow data from the box to some other
box (except for the box containing the source node, that will have no such edge).

6.5 Global Schedule

The scheduling will be made differently for internal and external edges. An
internal edge in a grid is one that has both endpoints inside the same box. An
external edge connects a node in a box to a node in some other box of the grid. In
the global tree, internal edges are the edges of local trees (see Fig. 2(b)). External
edges are those that connect a leader of a local tree to some node outside its box
(see Fig. 2(c)).

Scheduling Internal Edges. Scheduling of internal edges is made based on
dividing the grid G, for = (1 — €)/v/2 in superboxes in such a way that we
can assign one different channel to each of the boxes in these superboxes. We
will explain the process with an example. Suppose that we have 16 channels,
i.e. |G = 16. So we can divide G, into 16-superboxes. These superboxes are
represented as Bi, Bo,...Big in Fig.4. Consider now superboxes whose inner
boxes in the same relative position satisfy the distance d in boxes, where d is
the dilution distance!. Assuming that d = 8, we would have the following sets of
superboxes: By, Bs, By, B13; B2, B, B1o, B14; B3, B7, B11, Bis; and By, Bg, B1o,
Bis.

Scheduling internal edges is now done by scheduling these superbox sets.
Consider, for example, when set By, Bs, Bg, B13 is scheduled. We will have that
nodes in boxes in the same relative position inside each of these superboxes
satisfy the dilution distance d (in boxes). Consider, for example, nodes in boxes
BY, BY, BY and BY;. They will be able to transmit simultaneously and each
transmission will be guaranteed to be received in their local range, as they satisfy
the dilution distance. Observe that the same will happen for nodes in boxes
Bi, B}, B, Bi;, as well as in boxes B?, B2, B3, Bi,, etc. Additionally, as
transmissions in each box inside these superboxes will happen in a different
channel, one transmission per each of these boxes can be done concurrently.

Thus we first schedule the set By, Bs, By and Byz. A simultaneous trans-
mission can occur in each non-empty box of these superboxes. Transmissions
in boxes in the same relative position in superboxes use the same channel and

! This distance is a bit longer than the dilution distance computed in [11], as done in
[16], since dilution is originally defined for box sizes at most (1 — €)/(2v/2) and we
have boxes of size z = (1 — €)/V/2.
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Fig. 4. Boxes and superboxes

transmissions in different boxes in the same superbox use different channels. For
example, BY, BY, By, BY; use channel 0, Bf, B}, B, Bi; use channel 1, and so
on. Then we schedule the set Bs, Bg, B1g, B14, then B3, B, B11, Bis; and finally
By, Bs, B1o and Big. Each time one of these sets is scheduled an internal edge
in each constituent box is chosen.

Scheduling External Edges. We will illustrate the procedure using again
Fig.4. As previously described, there will be at most a single external edge in
each grid box: the edge from the leader of the box to a node outside the box.

Local trees are built for boxes in grid G, for z = (1 — €)/v/2. A transmit-
ting node in a box of G, can only reach another node at a maximum distance
which is less than 1.5z, as the maximum range in the communication graph is
1 —e. A node, for example, in box BY and a node in BS cannot have intersecting
communication ranges. Thus leaders in boxes in the same relative position in
superboxes Bj, By, By and By can transmit simultaneously. However, the dis-
tance between these leaders do not satisfy the dilution distance d (see Fig.4).
Thus these leaders might transmit at the same time as long as they use different
channels.

We schedule external edges as follows. We divide the grid into d?-superboxes
and then subdivide them in 16-superboxes (B, By, Bs and By in Fig.4). We
then assign a different channel to each of these 16-superboxes. Each of the boxes
in these 16-superboxes is scheduled a time. First box index 0, then box index
1, and so on, until all 16 boxes have been scheduled. Transmissions in boxes in
the same relative position inside the 16-superboxes can occur simultaneously, as
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they occur on different channels and cannot have receivers in common. When a
box is scheduled the transmission corresponding to its external edge is done.

In the example shown in Fig.4, 16 time slots (one for each box inside 16-
superboxes) and 4 channels (one for each 16-superbox inside d-superboxes) are
enough to schedule all external edges of the whole network. If there are not
enough channels to each of the 16-superboxes, the procedure can be done using
bigger superboxes, however resulting in longer schedules.

Global Schedule. As the schedule in a box is not known by other boxes, the
network operates repeatedly in periods of transmissions of internal and external
edges, for a fixed number of slots for internal edges. A node knows when to
transmit based on data received from the leader in its box, on its coordinates
and on network parameters, such as the number of available channels.

Important to notice is that due to dilution the algorithm to build the sched-
ule as well as the schedule itself are collision-free (there is no collision during
these procedures). Additionally, although similar to the algorithm in [2], the
algorithm in this paper differs from that one during the ranking assignment
phase (transmitting coordinates of nodes to avoid edges longer that (1 —€)) and
limits external edges to one per box. These variations are important to generate
shorter schedules.

7 Runtime Complexity

The scheduling algorithm involves: (a) the execution of a deterministic broadcast
algorithm to assign ranks to nodes (Sect. 6.2); (b) electing a leader and sending
to it data about all nodes in boxes (Sect.6.3); (c) local computation by box
leaders to define the schedule for local trees; and (d) transmission of schedules
to all nodes in the boxes.

Step (a) is done in O(D log g) rounds and step (b) is done in O(log g) rounds,
where D is the diameter of the network and g is its granularity, as these algo-
rithms are variations of the deterministic broadcast and leader election algo-
rithms with known granularity, respectively, described in [11]. The variations in
these algorithms that we described do not change their time complexity. Step
(c) does not involve distributed computation. Step (d) is done in constant time,
as it is done by dilution [11]. Thus the total computation time is O(Dlog g).

8 Performance Evaluation

The algorithm was evaluated by simulation, using Sinalgo [4]. Due to lack of
space, we only present here results related to the size of the computed schedules.
As we are not aware of any other distributed convergecast algorithm for TSCH
based on SINR, we do not compare the performance of our algorithm with others.

Figure5 shows graphics with the results of simulations. Each point in the
graphic corresponds to an average value from 50 topologies. Each topology was
generated spreading the nodes randomly in a 500 x 500 area. Additional fixed
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parameters of the simulations are: range = 100, o« = 3, ¢ = 20, § = 1 and noise
equal to 1. All simulations have yielded narrow 95% confidence intervals. For
the graphic presented in Fig. 5(a), we have |C| = 16. In Fig. 5(b) the value of |C|
varies as indicated in the figure.

Figure 5(a) shows the schedule sizes for networks with increasing number of
nodes: 50, 100 and 150. The figure shows that: (a) the sizes of the schedules are
very small; and (b) the increase rate of the size of the schedules was lower than
that of the number of nodes. The size of the schedule has been thus scalable in
the number of nodes. Recall that the algorithm is deterministic and the size of
a schedule means the number of time slots that is enough for all nodes to send
a message successfully to its parent.

Figure 5(b) shows the impact of the number of channels in the size of the
schedules. It shows the average size of schedules for networks with 50, 100 and
150 nodes when 4, 9 and 16 channels are available. A higher number of channels
had a reasonable impact on the size of schedules. As stated before, 16 channels
are typically found in currently available transceivers of wireless sensor nodes.

Although we present our figures based on a (theoretical) model, it is interest-
ing to contrast them to figures of real deployments. In [5], although the schedul-
ing approach (Orchestra) achieves a low contention rate (below 3%) for 98 nodes
and slotframes of sizes 3 to 47, contention-free schedules are only achieved with
a number of slots (schedule sizes) which is greater than the number of nodes.
Observe that our approach achieves collision-free schedule for networks with
150 nodes with around 80 and 30 slots, respectively, using 4 and 16 channels
(Fig. 5(b)). Additionally our approach does not depend directly on the number
of nodes (Fig.5(a)), being highly scalable. Although these two approaches are
not comparable as they are based on very different assumptions and conditions,
this contrast illustrates the potential to improve scheduling that implementa-
tions based on our algorithm might have.
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9 Conclusion

We described an algorithm to build a convergecast tree and a corresponding
schedule for a TSCH network under a physical interference model (SINR). The
algorithm deterministically builds the tree and provides a schedule that allows all
nodes to send messages to their parents in the tree. The algorithm yielded a very
good performance in terms of the sizes of the generated schedules. The algorithm
is also very efficient in terms of runtime complexity. This is a direct consequence
of the use of the broadcast and leader election algorithms and dilution from [11]
as building blocks.
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Abstract. Industrial networks are typically used to monitor safety-
related processes where high reliability and an upper bounded latency are
crucial. Because of its flexibility, wireless is more and more popular, even
for real-time applications. Because radio transmissions are known to be
lossy, deterministic protocols have been proposed, to schedule carefully
the transmissions to avoid collisions. In parallel, industrial environments
now integrate mobile industrial robots to enable the Industry 4.0. Thus,
the challenge consists in handling a set of mobile devices inside a static
wireless network infrastructure. A mobile robot has to join the network
before being able to communicate. Here, we analyze this attachment
delay, comprising both the synchronization and the negotiation of ded-
icated cells. In particular, since the control frames (EB and 6P) have
a strong impact on the convergence, our proposed model carefully inte-
grates the collision probability of these packets. We validate the accuracy
of our model, and we analyze the impact of the different EB transmission
policies on the discovery delay. Our performance evaluation demonstrates
the interest of using efficiently the radio resources for beacons to handle
these mobiles devices.

1 Introduction

Industrial networks are now widely used for many industrial applications, where
high reliability and an upper bounded latency are critical. They typically rely on
a costly and inflexible wired infrastructures to attend these strict requirements.
In order to reduce deployment and maintenance costs, industrial networks have
started to replace this legacy infrastructure with wireless sensor networks.

Due to its low-power nature, a sensor network is known to be lossy with no
delivery guarantees. Thus, standards such as IEEE 802.15.4-TSCH have been
released, proposing reliable mechanisms to the MAC layer in order to imple-
ment deterministic protocols. Combining the schedule of transmissions and a
slow-channel hopping mechanism, a network can achieve 99.99% of end-to-end
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delivery rate, while upper bounding the end-to-end latency [1]. Specifically, the
transmissions are carefully scheduled to avoid collisions, either in a distributed
or a centralized manner [2].

Although mobility plays an increasingly important role for many indus-
trial deployments [3], the IEEE 802.15.4-TSCH standard does not propose a
clear approach to handle a high rate of topology changes due to the asso-
ciation/dissociation of mobile devices. Additionally, the slow-channel hopping
mechanism introduces a new layer of complexity: a joining node has to wait for
receiving the synchronization beacon on its active listening channel, delaying its
association to the network. A fast association is a key factor to enable mobility
over low-power wireless networks [4].

The use of mobile devices in wireless industrial networks has already been
investigated in the past [3,5,6]. They mainly focus on proposing mechanisms
to reduce the attachment delay. Indeed, discovering the network is particularly
challenging in multichannel environments, since the discovering node has to find
the right channel to listen to [7]. Besides, the novel device has to reserve some
transmission opportunities, using control packets. Unfortunately, these control
packets are prone to collisions since they are transmitted through contention-
based cells [8]. Mechanically, these collisions increase the attachment delay.

The contributions presented in this paper are as follows:

1. we propose here an analytical Markov chain to model the first association of
a mobile node in a multi-hop network. We consider both the discovery of a
neighboring device, and the negotiation of cells.

2. we evaluate the gain of transmitting Enhanced Beacons (EB) on multiple
channels in order to reduce the synchronization delay. Using multiple channels
allows to spread the load on shared cells, reducing the collision probability;

3. we quantify the impact of the network density on the discovery and negotia-
tion time. More neighbors mean also more collisions, very prejudicial to the
synchronization.

2 Background and Related Work

We present here the most important mechanisms of IEEE 802.15.4-TSCH and
6TiSCH, since we rely on these two standards for modeling the attachment delay
of mobile nodes in networks with real-time performance.

2.1 6TiSCH Stack

The IEEE 802.15.4-TSCH standard has defined the TSCH mode [9], where nodes
schedule the transmissions such that each application has enough transmission
opportunities while avoiding collisions. The network is globally synchronized,
each node maintaining the number of timeslots since the network has been cre-
ated, aka. the Absolute Slot Number (ASN). A slotframe in TSCH consists in a
matrix of cells of equal length, each cell being defined by a pair of timeslot and
channel offsets. The schedule comprises two types of cells:
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shared cells implement a slotted-Aloha approach. For unicast packets, the
absence of acknowledgment is interpreted as a collision. In that case, the trans-
mitter triggers a random backoff value and skips the corresponding number
of shared cells;

dedicated cells are allocated to interference-free transmitters to avoid any col-
lision. This allocation may be centralized or distributed [2]. The transmitter
may trigger a Clear Channel Assessment (CCA), but only to combat external
interference.

6TiSCH has defined the 6top Protocol (6P) to allocate/deallocate cells with a
neighbor node [10]. By default, each schedule modification is based on a two-way
handshake. The inquirer sends a request to a neighbor (e.g. preferred parent),
piggybacking a list of possible cells. Then, the neighbor will acknowledge the
request, selecting the cells present in the list which are also available in its
schedule. When a node joins the network, it relies on shared cells to bootstrap a
negotiation with its next-hop neighbor [11], since the two nodes have no common
preallocated dedicated cells.

2.2 Mobility in Industrial Scenarios

Tinka et al. [12] detail a scheduling algorithm to handle a network infrastructure
where all the devices are mobile. A gossip mechanism makes the schedule dis-
semination robust. Similarly, Vahabi et al. [13] address a mobile sink scenario.
However, fully-mobile topologies make high-reliability very challenging, which
jeopardizes the correct operation of many industrial applications.

A mobile node has first to discover the network, i.e. to receive an Enhanced
Beacon (EB) which contains all the information for the synchronization (e.g.
slotframe length, ASN, hopping sequence, etc.). However, IEEE 802.15.4-TSCH
lets the schedule policy of EB unspecified, while it has a strong impact on the
discovery time.

Nidawi et al. [5] propose to modify the acknowledgment packets to accelerate
the discovery. Acks are grouped at the end of the slotframe, and piggyback the
time that the node will keep its radio on to receive possibly new association
requests. However, it requires to modify the standard.

Vogli et al. [14] consider to broadcast EB on multiple channels at once. For
that purpose, they allocate exclusive timeslots for EB transmissions, with a Ran-
dom Filling scheduling, where the channel offsets are selected randomly among
the available ones.

Zhou et al. [15] propose rather to schedule the Enhanced Beacons to reduce
the collisions, and thus, the attachment delay. However, the proposition targets
more the co-existence of multiple TSCH star networks, where EBs are scheduled
independently. De Guglielmo et al. [16] present a Model-based Beacon Scheduling
(MBS) algorithm that minimizes the average joining time. Karalis et al. [17]
propose to assign one dedicated cell for each EB, using multiple channels to
avoid collisions. However, these last two approaches rely on a perfect, centralized,
collision-free schedule, which makes the scheme less scalable.



Network Attachment Delay of Mobile Devices in the IToT 93

Dezfouli et al. [6] also consider the time required to negotiate dedicated cells.
Indeed, being synchronized is not sufficient, the mobile device has to know when
it can transmit safely its packets. For this purpose, the scheduler computes a
path for each mobile device for each of its possible locations. Then, it allocates
statically a collection of cells along each of these paths. However, the trajectory
has to be known a priori, and it consumes much radio resource, since one single
path is used at a time.

Haxhibeqiri et al. [18] focus on the handover process by employing a single-
hop network with multiple gateway nodes and a centralized manager. Once
a mobile node reserves dedicated cells to one gateway, the network manager
instructs the others gateways to install the same cell for that node. This way,
gateways have pre-allocated dedicated cells for each mobile node, reducing the
handover latency. However, the proposed architecture cannot be easily extended
due to deployment costs. In particular, the infrastructure requires devices with
higher computational power connected through wires for the control plane.

3 Joining Time Model

We analyze here the joining time, i.e. time interval between a mobile device
wakes-up, and it can start transmitting data packets through dedicated cells.

3.1 Scenario and Assumptions

We focus here on a network topology where the sink and a collection of relay
nodes are static. Only a few devices (e.g. robots) are mobile and represent the
leaves of the network infrastructure. Thus, a mobile device sends its packet to a
neighboring relay node, which forwards them through a path of relays to the sink.
Each static node has a collection of dedicated cells in its schedule, maintained
by a scheduling function such as SF0 [11]. Thus, each relay node can forward
the packets from mobile devices without any collision.

Mobile devices constitute the leaves and have to identify a single neighboring
relay node to send their packets. They need to capture its Enhanced Beacons,
to adjust their clock and know when are the next shared cells, to be able to
transmit their first messages. After selecting a next hop, a mobile node engages
a 6P two-way handshake [10] to reserve dedicated cells for its transmissions.

We focus on the discovery that a node has to trigger when it is unsynchro-
nized. This procedure comprises:

synchronization: the joining node has to receive an Enhanced Beacon (EB)
to synchronize itself with the network. Then, it gets the frequency hopping
sequence and the shared cells for broadcast packets;

negotiation: the node has selected the source of the EB as parent, and then
negotiates a set of dedicated cells to use to transmit its data packets.
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Fig. 1. Model for the association time of a joining node.

3.2 Markov Chain

We define here a discrete time Markov chain (Fig.1) to represent the joining
process of a new (mobile) node, hereafter denoted as joining node, when it joins
the network for the first time. We will detail here the different parts of our model.

3.3 Synchronization

The joining node is initially in the unsynchronized state, listening for EB sent by
neighboring fixed nodes. In IEEE 802.15.4-T'SCH, all synchronized nodes broad-
cast EB periodically to announce the existence of the network. We make here
a distinction between the two factors that impact directly the synchronization
time of the joining node: EB collision and the channel hopping mechanism.

Since IEEE 802.15.4-TSCH adopts a slotted Aloha mechanism for shared
cells, the collision probability may be quite high. Indeed, an EB packet is
enqueued until the next shared cell. Thus, when multiple nodes enqueue EB
packets simultaneously between consecutive shared cells, their transmissions col-
lide. In addition, because of the channel hopping characteristic, the EB is suc-
cessfully received by the joining node only if the latter is listening to the right
channel.

All nodes in a IEEE 802.15.4-TSCH network enqueue EB at the same fre-
quency after they synchronize. To reduce the amount of collisions among EB,
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Fig. 2. Beacon queuing over the time. A collision occurs when two or more nodes
enqueue simultaneously between consecutive shared cells (nodes B and C).

we consider adding jitters before EB transmissions, which represents the default
behavior of OpenWSN [19]. The jitter increases the time window in which a
node enqueues Enhanced Beacons. For instance, for a beacon period 3 and jitter
v, the generation time of the next Enhanced Beacon will be randomly selected
within the interval [3 — v, 8+ 7].

Let us model the EB generation as a Poisson Process. Let us consider A as
the expected number of EB queued by all nodes during a given time interval of
length L. Let At be the time between consecutive shared cells, in a such way
that L > At. During the period L, the nodes have LiJ possibilities to enqueue
their respective EB packets between consecutive shared cells. Since we assume
that the rate A is constant over the time, we can compute the rate of beacons
to be enqueued during any At interval as:

f= e MJ 1)

The transmission is only successful when a single device enqueues an EB
during a given At interval. For instance, Fig. 2 depicts two colliding transmissions
(from nodes B and C). It also shows that those from A and D are successful
since enqueued during different At periods. From the Poisson distribution, the
probability of having a single node generating an EB for any At interval is:

Pbeacon = P(X = 1) = ’ue—ll (2)

Additionally, we need to account the probability that the joining node is
listening to the right channel. Since the frequency hopping sequence uses all the
channels uniformly, the joining node has a uniform probability of matching the
channel of the EB transmi