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Chapter 1

Introduction

The Internet’s global presence, flat fees, distance independent rates makes it
attractive as a universal communication infrastructure for businesses. However,
the astonishing growth of Internet in recent years has been characterized by the
struggle of Internet Service Providers (ISPs) and network managers to keep pace
with the demand of network resources. As the Internet evolves into a global
commercial infrastructure, there is a growing need to support more enhanced
services than the traditional best-effort service. It is deemed that the Internet
will be used much more often for mission critical communications with enhanced
security, and multimedia services requiring high bandwidth. There are two key
issues that businesses consider when evaluating the use of the Internet for any
application:

• Quality of Service (QoS): Originally developed for academic and public use,
the Internet was designed to be simple, flexible, scalable and efficient. It
was modeled after the design philosophy where the source and destination
end-hosts perform most of the reliability mechanisms as well as congestion
handling, and the network itself performs minimal operations maintaining
little state. While these attributes contributed to IP’s explosive growth, as
businesses increasingly turn to the Internet for their communication needs,
a number of limitations have been exposed in the best effort service of-
fered by IP, QoS being one of them. New applications such as voice over
IP (VoIP), video streaming, conference calling, and other multimedia ap-
plications heavily depend on QoS and service differentiation mechanisms
provided by the underlying network.

1
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• Security : The Internet lacks of built-in security support. IP traffic is
easy to eavesdrop and IP packets can easily be manipulated e.g. to appear
coming from an arbitrary source address. Further, the best-effort nature of
the Internet invites denial-of-service attacks based on excessive production
of traffic. Such security threats fuel the trend to protect corporate network
traffic on the Internet.

Fortunately, solutions exist to address both issues. A widely used approach to
tackle the security problem is a Virtual Private Network (VPN). An IP VPN is
commonly defined as a routed link between two or more points across a hetero-
geneous network topology with various degrees of security that ensure privacy
for all parties. It is a private network on top of a public network infrastruc-
ture like the Internet and uses tunneling technology to make private IP networks
public IP-compatible. By using encryption data passed through the tunnel can
be encrypted. When tunneling occurs the source end encapsulates packets in IP
packets for transit across the Internet. The encapsulation process involves adding
a standard IP header to the original packet, which is then referred to as the pay-
load. A corresponding process at the destination end decapsulates the IP packet
by removing the IP header, leaving the payload - the original packet - intact.

As a solution to the QoS problem the Internet Engineering Task Force (IETF) has
recently developed Differentiated Services (DiffServ) technology. With DiffServ,
traffic entering a network is classified, possibly conditioned at the boundaries of
the network, and assigned to different behavior aggregates. Each behavior aggre-
gate is identified by a single DS codepoint (DSCP). In the interior of the network
the aggregated traffic can be allocated a certain amount of node resources.

A marriage between QoS and VPN gives us QoS enabled IP VPN (QoS-VPN), and
is considered as a fruitful solution for corporate communication. The abilities of
QoS enabled VPNs to emulate a private wide area network using IP facilities and
guarantee bandwidth and latency have recently generated tremendous interest
in its wide spread deployment to replace the expensive dedicated private leased
lines.

However, the complexities introduced by VPNs and the requirement to provide
QoS have made the job of the ISPs and systems administrators extremely difficult,
and as today’s network infrastructure continues to grow, the ability to manage
increasing complexity is a crucial factor for VPN solutions. But, at the same time,
this also opens the possibility for ISPs to sell VPN services to mostly corporate
end users.
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Because of the complexities enterprise customers having several sites and large
number of devices are willing to outsource their VPNs and other network ser-
vice management to ISPs. There are economic reasons too. Qualified IT staff
are at a premium; most customers want the provider to assume any manage-
ment headaches, and turn their in-house people on more projects. Besides, many
businesses do not have IT staff already trained in high-end-security/VPN tech-
nology. Also, many of the Customer Premises Equipments (CPE) are not VPN
capable. Service providers have a new way to provide IP VPNs to the end user:
network-based IP VPNs delivered from the provider’s network edge to the cus-
tomer premises over ISP networks. What makes this an excellent idea is that
it enables telecommunication companies to house all the intelligence and VPN
functionality in their network without setting up and managing expensive CPE
on-site. Such network-based VPNs are supposed to eliminate truck rolls for main-
tenance and the hassle of deploying new equipment every time a new user is added
to that network. For QoS of VPNs customers are forced to turn to ISPs because
they (i.e. customers) have no control over ISP networks. There are several sce-
narios where customers would like to outsource services.

As providers take responsibilities of VPNs and other network resource manage-
ment and gain economies of scale, they are facing new challenges. This thesis
identifies and addresses these challenges and proposes novel solutions to ease net-
work management for ISPs or large enterprises. In section 1.1 we give an overview
of the possible scenarios where outsourcing of VPN and QoS management is fea-
sible. Section 1.2 identifies and summarizes the key VPN and QoS management
challenges ISPs or large enterprises face today. In section 1.3 we present the the-
sis organization and section 1.4 briefly discusses the main contributions of this
thesis.

1.1 QoS enabled VPN Scenario

Many service providers have deployed advanced logical and physical networking
to address three emerging VPN applications:

• Remote access VPNs for mobile workers and telecommuters. With this kind
of VPN a single remote computer connects to the corporate intranet.

• Intranet VPNs for intra-company transactions. Several branch offices of
the same company at remote locations are connected using such VPNs.
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This type of VPN can employ several service platforms - secure internet,
Differentiated Services, Frame Relay/ATM/MPLS backbone - on a site-by-
site basis depending on the needs of each office.

• Extranet VPNs for supply-chain management. This type of VPN allows one
corporation to open their network resources to other companies, mainly for
business transactions.
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Figure 1.1: CE-based VPN

In this thesis, we mainly focus on Site-to-Site Intranet VPNs which stand as the
only candidate to replace Frame Relay or ATM Permanent Virtual Circuit (PVC)
based dedicated leased lines connecting two branch offices of the same company
at two different locations. However, many of the ideas and solutions presented in
this work apply to Extranet VPNs as well although there are differences between
the two types. While Extranet VPNs span over multiple trust domains, all the
site-to-site VPNs of a corporation are either managed by the company or usually
outsourced to a single ISP. Intranet VPNs can either originate from the customer
premise, in which case we call it a Customer Edge (CE) based VPN, or, from the
provider’s network boundary, falling in the category of Provider Edge (PE) based
VPNs. In this dissertation we do not make much distinction between these two
types and assume that in both cases services are outsourced to the ISPs.

1.2 Challenges of QoS VPN Management

Although IP VPNs have promised unlimited opportunities for service providers
for some time, until now it has been almost impossible to deploy an IP VPN
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Figure 1.2: PE-based VPN

service that meets customers’ needs in a timely manner. Solutions have been
complex, requiring manual configuration of each network device via data entry
into the command line interface (CLI). As service providers face numerous man-
agement challenges in implementing and managing IP VPNs for a diverse and
rapidly growing customer base, network control and provisioning are considered
to be the most daunting part in a growing communication infrastructure. Policy-
based network control systems are a new way to tackle this subject. Today, poli-
cies related to network security and QoS have the largest impact on simplifying
network control. Following is a list challenging features that a QoS-VPN man-
agement system is expected to offer to make it easily deployable, highly usable
and economical:

• Automated Order and SLA Management : Management of end-to-end SLA
and quality of service (QoS) in a shared and layered infrastructure environ-
ment and also resolving the challenges in delivering and assuring competi-
tive, timely IP VPN-based service offerings.

• Automated Service Activation: Automatic activation of IP VPN devices
and provisioning services from a centralized data store. This also includes
customer-based management of their own VPNs.

• Simplified Management in Mutivendor Environment : Simplified manage-
ment of complex VPNs from multiple vendors that use diverse network
access technologies and configuration methods.

• QoS Integration: Integration with Quality of Service (QoS) management to
deliver differentiated service offerings with VPNs.
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• Service Assurance: Providing high-level, service-oriented views of the net-
work, allowing service providers to quickly monitor, respond to network
health issues that affect customer services. Predictable and flexible service
delivery in large scale networks is extremely challenging to ISPs.

• Billing Mediation: Providing unified billing, immediately realizing profit
potential of deployed differentiated services.

• Providing Services in Multi-ISP Scenario: Ability to collaborate with other
service providers to offer end-to-end services.

1.3 Overview of the Thesis

The current chapter of the thesis introduces the challenges of QoS-VPN and in
rest of thesis we propose new solution techniques to meet those challenges. The
thesis is organized as follows:

• Chapter 2: Chapter 2 gives an overview of QoS and VPN enabling tech-
nologies like IPSec, DiffServ, traffic engineering methods etc.

• Chapter 3: A policy-based Service Broker (SB) architecture [BGK01],
[GBK99] is presented in this chapter. We propose QoS and security policy
templates to generate device specific QoS-VPN configurations and auto-
mate service activation process by delivering generated configurations using
agents called configuration daemons.

In chapter 3, we also describe the implementation of a Service Broker
[KBG00], [KB00a], [BGK01] managing QoS-VPNs for customers that have
Service Level Agreements (SLAs) with their ISPs and allowing one such
user to specify demands through a WWW interface to establish a VPN
with certain QoS levels between two endpoints. In this chapter we not only
show the implementation details of various components of the Service Bro-
ker and connection admission and termination process, but also the pricing
mechanism of such outsourced VPNs.

• Chapter 4: In this chapter we propose a new range-based SLA [KB02b],
[KB00b] mechanism that allows customers to specify their QoS requirements
as a range of quantitative parameters in the service requests since they will
be unable or unwilling to predict the load between VPN endpoints. To
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realize this advanced SLA we present edge provisioning algorithms that can
logically partition the capacity at the edges to various classes (or groups)
of VPN connections and manage them efficiently to allow resource sharing
among the groups in a dynamic and fair manner.

• Chapter 5: The work presented in this chapter is on the application of
range-based SLAs in the core network. Dynamic and frequent configurations
of an interior device driven by edge bandwidth modifications is not desired
as this will lead to scalability problems and also defeats the purpose of the
DiffServ architecture which suggests to drive all the complexities towards
edges. Therefore, in chapter 5, we propose virtual core provisioning [KB01a]
that exploits range-based SLA to have higher multiplexing gain, eliminates
the need to provision the physical core devices in real-time and requires
only a capacity inventory of interior devices to be updated based on VPN
connection acceptance, termination or modification at the edges.

• Chapter 6: Service Broker implementations presented in chapter 3,4 and 5
consider offering automated service activation in a single provider domain.
In this chapter, we describe the implementation [KB01b] of a BB that uses
simple signaling mechanism to communicate with other cooperative Brokers
to enable customers to dynamically create Virtual Leased Lines (VLLs) over
multiple Diffserv domains.

• Chapter 7: A simple push-based model to configure network services may
lead to configuration inconsistencies and inefficiencies. In this chapter, we
have taken a new approach [KB02a]to configuration modeling that is de-
vice neutral and based on which any existing or emerging IP services can
be presented by encapsulating service semantics, including service-specific
data. We have developed new mobile intelligent provisioning and audit
agent architectures that use the knowledge built upon configuration depen-
dency modeling. Examples of intelligent agents and a prototype system are
presented to complement the proposed management architecture.

• Chapter 8: This chapter concludes the thesis by summarizing our works
and identifying future research directions.
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1.4 Contribution of the Thesis

Policy-based management of QoS-VPN in large networks are considered to be the
most challenging aspects of modern IP networks. Throughout the thesis we have
explored these challenges and injected new ideas in that area. We summarize our
contributions in the following areas:

• Policy Based Service Broker Architecture: The idea of Policy Based Net-
working (PBN) or the concept of Bandwidth Broker (or Policy Server) ar-
chitecture is nothing new. Originally Bandwidth Broker architecture to pro-
vision DiffServ like QoS was proposed in [NJZ99] and [Sch98]. The IETF
proposed a PBN architecture [Gro], [YDP00] to configure and manage net-
work wide policies. We have adapted and enhanced the existing ideas to
make it make it work in the present context - i.e. to dynamically manage
and provision QoS-VPNs in large networks.

We introduced the idea of QoS and IPSec Policy templates to translate user
service requirements and high level policies into low level device specific
configurations. One useful feature of the architecture is that it allows to
add new policy templates in the system as new device types are added to
the network. This is extremely useful in a growing network where the ability
to operate in multi-vendor environments is considered crucial.

• Implementation of Service Brokers: We have implemented a Service Broker
(SB) system that allows not only network administrators but also corporate
customers to customize and activate QoS-VPNs dynamically on the fly via
a web-based front end. We have also extended the implementation to create
VLLs over multiple DiffServ domains.

• Differential Tunnel Pricing : We have introduced a new differential tunnel
pricing mechanism by which pricing of a QoS-VPN tunnel is computed based
on its network resource reservation and the load during the time tunnel is
active.

• Range-Based SLA: The novel range-based SLA mechanism proposed in this
thesis allows customers to specify bandwidth demands as a range of quan-
titative values rather than a single one. This contribution offers several
advantages:
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– users are usually reluctant to predict load between VPN endpoints.
Range-based SLAs give the flexibility to specify bandwidth require-
ment as a range.

– using range-based SLA customers may enjoy the upper-bound rate
(say, 1 Mbps when a range 0.5-1 Mbps is chosen) during low load
period without paying anything extra. This kind of pricing might be
attractive to the users and the ISPs can take advantage of this to
attract more customers without breaking the commitment.

– with range-based SLAs providers have the flexibility to allocate band-
width that falls between a lower and upper bound of the range only,
and therefore, exploit this to make multiplexing gain in the core that
is usually not possible with a deterministic approach.

• Virtual Core Provisioning : With virtual core provisioning proposed in this
thesis network devices at the core do not need to be frequently configured
for end-to-end QoS guarantees. A new VPN connection is subject to ad-
mission control at the edge as well as at the hops that the connection will
traverse. An acceptance triggers actual configuration of edge devices, but
only resource state updates of core routers interfaces in the Service Broker
database.

• Scalable Signaling Between Service Brokers: Rather than using RSVP in
inter-domain signaling to reserve capacity across domains, we use a novel
method to identify DiffServ domains, and hence the Service Brokers that are
responsible for maintaining them. Identified brokers in a chain are signaled
and positive responses from all the brokers leads to end-to-end VLL setup.
This greatly simplifies bandwidth reservation as it does not require sender
and receiver to exist during reservation process.

• Configuration Modeling and Intelligent Agents: A new configuration model-
ing technique was proposed in this thesis that solves many of the problems
of traditional configuration mechanisms which ignore dependencies among
configuration elements.

• Automated Network Device Auditing: We developed an automated device
configuration audit technique to be applied in a large scale network envi-
ronment that is considered to be an extremely useful feature by network
managers, but rarely addressed by researchers. We have shown how intelli-
gent audit agents can be periodically sent to the network devices to check
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the consistency of network device configuration, and also automatically fix
the problem when one is found. The proposed audit management ensures
that the configuration state in the policy repository is equivalent to the
actual device state.



Chapter 2

Overview of QoS-VPN

Technologies

The ability of VPNs to emulate a private wide area network using IP facilities has
recently generated tremendous interest in its wide spread deployment and replace
the expensive dedicated private leased lines. As extensions of the enterprise net-
work a VPN solution must guarantee reliability and Quality of Service by enabling
users to define enterprise-wide traffic management policies that actively allocate
bandwidth for in-bound and out-bound traffic based on relative merit or impor-
tance to all other managed traffic. In this chapter, we give an overview of QoS and
VPN enabling technologies like Differentiated Services, IPSec, and numerous traf-
fic engineering methods such as ATM, MPLS, constraint-based routing etc. We
also briefly describe policy-based management systems and various management
architectures and protocols that are commonly used to manage the QoS-VPN
enabling technologies.

2.1 IPSec-Based Data Transport Security

The most important feature of a Virtual Private Network service is its privacy en-
suring mechanism, that protects VPN traffic from the underlying public network.
For Internet VPNs the most powerful mechanisms are tunneling and encryption.
Tunneling (also called encapsulation) is a method of wrapping a packet in a new
one thus providing it with a new header. The whole original packet becomes
the payload of the new one as shown in Figure 2.1 and 2.2. When encryption is

11
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applied to a packet, it conceals the content of that packet. Tunneling requires
intermediate processing of the original packet on its route. The destination spec-
ified in the outer header retrieves the original packet and sends it to the ultimate
destination. Although the encapsulation and encryption may degrade the perfor-
mance to some extent, the processing overhead is compensated by extra security.
In general, the following features are provided by a VPN tunnel.

• Data confidentiality - The sender can conceal clear-text by encrypting them
before transmitting across a network.

• Data integrity - The receiver can verify that the data has not been altered
during transmission, either deliberately or due to random errors.

• Data Origin Authentication - The receiver can authenticate that the data
was originated from the sender. This service, however, is dependent upon
the data integrity service.

Security requirements of one user may vary from others under various circum-
stances depending on his needs. To facilitate flexibility various IPSec [KA98]
tunneling options exist to allow a customer to choose the one that suits him best.
They are described below:

• IPSec AH in Tunnel Mode: The Authentication Header (AH) is used
to provide integrity and authentication to IP datagrams. When packets go
through an AH type tunnel an AH is embedded (Figure 2.1(b)) in the data
to be protected (a full IP datagram). This mode of operation greatly reduces
the chances of successful denial of service attacks, which aim to block the
communication of a host or gateway by flooding it with bogus packets. The
AH protocol allows for the use of various authentication algorithms, most
notably, MD5 (a hash message authentication code - HMAC variant) and
SHA (HMAC variant). Both MD5 and SHA are widely used. HMAC is a
keyed hash variant used to authenticate data.

• IPSec ESP in Tunnel Mode: The Encapsulation Security Payload (ESP)
is used to provide integrity check, authentication and encryption to IP data-
grams (Figure 2.2(a)). Although both authentication and encryption are
optional, at least one of them is always selected. If both of them are se-
lected, then the receiver first authenticates the packet and only if this step
was successful proceeds with decryption. This mode of operation reduces
the vulnerability to denial of service attacks.



2.1. IPSEC-BASED DATA TRANSPORT SECURITY 13

Header
IP Payload

(a)  IP Tunneling

(b) Packet with AH in tunnel mode

Authenticated excpet mutable fields in new IP header

PayloadIP 
HeaderHeader

AH New IP 
Header

Header
New IP 

Header
IP Payload

Figure 2.1: IP Tunneling: (a)Basic IP Tunneling, (b) AH Tunneled Packet

New IP 
Header

ESP 
Tralier

AH

New IP 
Header

ESP 
Tralier

ESP 

PayloadIP 
HeaderHeader

ESP 

Encrypted

Authenticated

Header

Header
ESP 

Auth

Encrypted

PayloadIP 
Header

Authenticated

Packet with ESP in tunnel mode(a)

Packet with combined AH-ESP mode(b)

Figure 2.2: IP Tunneling: (a) ESP Tunneled Packet, (b) Combined Tunnel Mode



14 CHAPTER 2. OVERVIEW OF QOS-VPN TECHNOLOGIES

• Combined Tunnel Mode: Even though most tunnel gateways are re-
quired to support only an AH tunnel or ESP tunnel, sometimes it is desir-
able to have tunnels between gateways that combine both IPSec protocols.
The result is that we have an outer IP header followed by the IPSec headers
in the order set by the tunnel policy, then the original IP packet, as it is
shown in Figure 2.2(b).

2.2 Quality of Service Support for VPNs

2.2.1 Differentiated Services (DiffServ)

Differentiated Services [BBC+98] can provide quality-of-service to VPN traffic
by traffic aggregation based on Differentiated Services Code Points (DSCP). In
DiffServ, the first six bits of the the 8-bit Type of Service (ToS, or DS) field in the
IPv4 header comprise the DSCP. Service Differentiation is achieved by a simple
model [BBC+98], [BBCF01] where VPN traffic entering a network (DiffServ do-
main) is classified, possibly conditioned at the boundaries of the network to meet
policy requirements in accordance with a specific classification, and assigned to
different behavior aggregates. Each behavior aggregate is identified by a single
DSCP. By using DSCP in network devices within the network packets can be
classified and subjected to specific per-hop behaviour (PHB) - i.e. queuing or
scheduling behavior. Thus, in the interior of the network, with the help of DS
codepoint- PHB mapping [NBBB98], [BBCF01], the VPN traffic can be allocated
a certain amount of node resources. Figure 2.3 shows Diffserv functionalities re-
quired at different points to provision the network. Each router is viewed with
two interfaces and each interface having two queues. Traffic entering Q1 leaves
through Q4 while traffic entering Q3 leaves through Q2.

Diffserv proposes two forwarding types to support different types of services:
Expedited Forwarding (EF) and Assured Forwarding (AF). EF provides minimal
delay, jitter, and packet loss, and assured bandwidth. In EF, the arrival rate
of packets at a node must be less than the output rate at that node. Packets
that violate the traffic profile are dropped or delivered out of sequence. It is
generally believed [GLH+99] that most VPN users would demand Virtual Leased
Line (VLL) type low loss point-to-point connection and the EF per-hop behavior
(PHB) seems to be the appropriate choice. Scheduling mechanisms like Class
Based Queuing (CBQ) [FJ95] or its variants [McK90], [SZN97], [SV97] are all
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strong candidates to facilitate EF PHB. A typical SLS for such a service might
include the ingress and egress points of the DiffServ domain that shall provide
the service and a peak rate which can be guaranteed to the traffic stream.

AF PHB offers four classes, each containing three drop precedences. In a DiffServ
domain each AF class receives a certain amount of bandwidth and buffer space
in each node. The drop precedence indicates relative importance of the packet
within an AF class. During congestion, packets with higher drop precedence
values are discarded first to protect packets with lower drop precedence values.
By having multiple classes and multiple drop precedences for each class, various
levels of forwarding assurances can be offered. A typical SLS includes rates for
low and medium drop priority packets and might also specify ingress and egress
points.

Service Level Specifications (SLSs) must be established between a VPN customer
and service provider and also among providers when a VPN tunnel spans over
several DiffServ domains. These SLSs form the basis for traffic classification and
conditioning actions. Using a BA classifier VPN traffic can be classified based on
DSCP values in the packet header. Traffic can also be classified based on source
and destination address, source and destination port, and protocol ID etc (called
MF classifier).
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Conditioning involves metering, marking, shaping, and dropping (policing). A
meter monitors traffic and determines whether classified traffic is meeting the
specified traffic profile. A marker sets the DS field of a packet to a particular
codepoint, adding the marked packet to a particular DS behavior aggregate. A
shaper delays some packets in a traffic stream using a token bucket in order to
ensure that traffic is in accordance with the traffic specification, often storing large
bursts of packets until they can be safely released into the network. A policer
drops excess packets from a flow if that flow violates the traffic specification.

When providing DiffServ to VPN tunnels, special attention must be given to
DSCP mapping at the tunnel starting point. In outsourced VPNs, the ingress
router of an ISP might perform DiffServ classification and traffic conditioning
as well as tunnel encapsulation. If encapsulation is performed first, the ingress
router can select the appropriate DSCP for the corresponding tunnel, while if
DiffServ processing is done first, the DSCP of the inner IP header must be copied
to the DSCP field of the outer IP header.

Management of a DiffServ domain can be done using so-called bandwidth brokers.
A bandwidth broker maps SLSs to concrete configurations of DiffServ routers, in
particular to edge routers of a DiffServ domain.

2.2.2 Traffic Engineering

With traditional IP routing schemes, VPN traffic follows the shortest path calcu-
lated by the ISP’s Interior Gateway Protocol (IGP). The basic problem with this
is that some links on the shortest paths between certain VPN tunnel ingres-egress
pairs may get congested while links on the other possible alternate paths remain
free. Traffic engineering provides the ability to move traffic flows away from the
shortest path selected by the IGP and onto a potentially less congested physical
path across the service provider’s network.

Traffic Engineering has been done in the past based on overlay models, i.e. run-
ning IP over an underlying connection-oriented network technology such as ATM
or Frame Relay. Such overlay networks are still in place. The IETF has intro-
duced MPLS, constraint-based routing to do traffic engineering effectively and
exploit the economies of the bandwidth that has been provisioned across the en-
tire network. We will briefly review the techniques, benefits and limitations of
these traffic engineering approaches.
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IP-ATM Overlay Networks

In an IP over ATM overlay model (Figure 2.5) IP routers surround the edge of
ATM cloud and communicate with each other by a set of Permanent Virtual
Circuits (PVCs) that are configured across ATM physical networks (Figure 2.4).
To interconnect IP routers of particular VPNs, ISPs can establish meshes of PVC
connections that function as logical circuits. The overlay model not only provides
a tunneling infrastructure and precise QoS, but also supports traffic engineering
because of its ability to explicitly route PVCs to precisely distribute traffic across
all links so that they are evenly utilized. However, the problem of IP-ATM overlay
network is that it requires the management of two separate networks with different
technologies resulting in increased operational complexity.

ATM SwitchPE Provider Edge

PE

PE

PE

PE

PE
ATM Core

router

router

router

router

router

Figure 2.4: Physical Topology of IP-ATM Core

Multiprotocol Label Switching (MPLS)

Multiprotocol Label Switching (MPLS) offers an efficient and robust solution to
the problems of over-utilized paths in transit networks by allowing to establish
an explicitly-routed label switched path (LSP) to handle a large volume of traffic
that takes a particular route (Figure 2.6). Using constraint-based routing with
an utility tool path can be selected that offers the highest capacity with lowest
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congestion and meets a VPN tunnel’s performance requirements. Once a path
has been determined MPLS can be used to setup LSPs to carry VPN traffic.
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An LSP is similar to an ATM PVC and is created by concatenation of one or more
hops, forwarding a packet from one label-switched router (LSR) to another LSR
across an MPLS domain. When IP packets arrive at ingress to an MPLS domain,
label switching routers (LSRs) classify the packets into forwarding equivalence
classes (FECs) based on a variety of factors, including, e.g., a combination of
the information carried in the IP header of the packets and the local routing
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information maintained by the LSRs. An MPLS label of 4 bytes and containing a
20-bit label field, a 3-bit experimental field (formerly known as Class-of-Service or
CoS field), a 1-bit label stack indicator and an 8-bit TTL field is then prepended
to each packet according to their forwarding equivalence classes and forwarded
to its next hop in the LSP. At the next hop the old label is replaced with a new
label, and the packet is forwarded to the next hop along the LSP. This process is
repeated at each LSR in the LSP until the packet reaches the egress LSR when
the label is removed and the packet is forwarded based on destination IP address
in the original IP header.

Another issue with MPLS is QoS support. Again, DiffServ fits nicely to MPLS.
Both DiffServ and additional MPLS intelligence (packet classification, MPLS la-
belling, DSCP marking etc.) are required in edge routers, while interior routers
just perform packet processing based on MPLS labels and DiffServ DSCPs.

MPLS overcomes several limitations of the overlay model concerning scalability
and efficiency. Although it is a scalable technique and provides traffic engineering
capabilities by its connection-oriented nature, and supports DiffServ QoS, it does
not have built-in security mechanisms. However, higher security level can be
achieved by using LSP as a QoS pipe and switching IPSec based tunnels over
that pipe. This is shown in Figure 2.7.
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Figure 2.7: IPSec Tunnels over LSP Pipe

Constraint-Based Routing

With constraint-based routing routes for VPN traffic can be computed through a
network that are subject to satisfaction of a set of constraints such as bandwidth,
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hop count, delay etc. The constraints may also be imposed by the network itself
or by administrative policies. If bandwidth is used as a constraint, and shortest
path does not meet that constraint, the CBR may select a path that has more
hop counts but is lightly loaded. Thus traffic is distributed more evenly. Path
oriented technologies such as MPLS have made constraint-based routing feasible
and attractive in public IP networks.

2.3 Policy-Based Provisioning

The Policy-based network (PBN) management paradigm [Gro] is nothing new
and has been investigated extensively by both research and the commercial com-
munities including the Internet Engineering Task Force (IETF). Policies are seen
as a way to control network behavior by correlating business decisions with the
overall network actions. In essence, a policy consists of a condition and an action
to be applied when the condition is met. In general, it has the following format:

if < condition(s) > then < action(s) >

A condition is a set of expressions or objects used to determine whether a given
action should be performed which may include parameters such as user id, IP
addresses, traffic and application types. An action defines what must be done
in order to enable a policy rule. It may result in the execution of one or more
network operations to configure network devices. A network manager needs only
to specify high-level business rules to achieve service differentiation. In a PBM
system these business rules are captured by policy rules, which are stored in a
policy repository. In actual network operations, policies are then deployed on
individual devices where high-level policy rules are translated into device specific
configurations.

2.3.1 IETF Policy-Based Architecture

The policy-based management architecture defined within the IETF/DMTF
framework and used as the primary policy architectures by many commercial
vendors, is shown in Figure 2.8. A detailed description of the concepts and their
implementation within the IETF framework including policy validation and trans-
lation algorithms, policy distribution mechanisms and policy enforcement point
algorithms can be found in [Gro], [YDP00]. The tools in this architecture used
to automate policy enforcement are:
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• Policy Management Tool : It is the interface between the network adminis-
trator and the system that allows administrators to specify policies to be
enforced in network devices. It also translates an administrator’s policy
input into a format compatible with the policy repository.

• Policy Repository : The policy repository is a directory service or database
used to store policies generated by the policy management tool. Lightweight
Directory Access Protocol (LDAP) directory service is preferred by most to
store policy objects.

• Policy Decision and Enforcement Points: A Policy Decision Point (PDP)
retrieves policies from the policy repository, makes decisions based on re-
trieved information, and translates them into device specific configurations
to send them to network devices also known as Policy Enforcement Points
(PEPs). The PDP and PEP can be combined into a single device or may
actually be different physical devices. COPS [BCD+00] is the IETF recom-
mended protocol for communication between PDP and PEP.

2.3.2 Bandwidth Brokers

A Bandwidth Broker is a software agent that allows a customer of an ISP to
buy bandwidth as a commodity, enforces the bilateral agreement between them
by turning high level QoS policies into low level device configurations and push-
ing them to network devices to create the bandwidth service. If the bandwidth
service needs to be extended to the neighbour domain, the agent can purchase
the bandwidth from its peer by establishing another bilateral agreement called
inter-ISP Service Level Agreement (SLA). The former agreement, i.e. contract
between a corporate customer and ISP is often termed as customer-ISP SLA.

Bandwidth Brokers have originally been proposed in [NJZ99], [Sch98] to auto-
mate the activation of Virtual Leased Like (VLL) services by installing DiffServ
PHBs and traffic conditioning functions in network devices. However, the cre-
ation of VLLs not only require appropriate PHB installations, but also advance
bandwidth reservations and resource admission control. This is required to en-
sure that bandwidth resources are not over-sold. A Bandwidth Broker, therefore,
is considered as a centralized server managing and controlling network resources
of DiffServ Domain. As Bandwidth Broker essentially sells network resources to
customers or peer ISPs and enables service differentiation, it must have a pricing
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and accounting mechanism to make profit out of the sales. In the context of
the IETF policy based architecture, a bandwidth broker is seen as a PDP which
creates services by translating user requests and business policies into low level
device configurations and by sending them to the network devices. Although
COPS and RSVP can be used to communicate with network devices to configure
services in them, proprietary protocols are often used in bandwidth brokers to
push network configurations to routers or switches.

2.4 Prevalent Network Management Architectures

Current network management applications based on prevalent network manage-
ment architectures [MFZH99] typically comprise manager and agent components.
The manager component traditionally resides on a central system and is accessed
by an operator; the agent component resides remotely and actively monitors the
health of a network device such as a router, hub, or switch. Existing network
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management architectures found in practice today are:

• Centralized management : A single centralized Top Level Manager (TLM)
looks after the management of the network. The manager, accompanied by
a central management repository, monitors and configures the networks ele-
ments by communicating with agents that reside in those network elements.

• Hierarchical management : In hierarchical or weakly distributed manage-
ment a TLM is supported by a numbers of Intermediate Level Managers
(ILM) that communicate with the agents and perform requested operations
on behalf of TLM. The centralized repository stays with the centralized
TLM.

• Cooperative management : In a peer or cooperative network management
system a set of TLMs or MLMs, each with a distributed repository, manage
the different network domains and cooperate amongst them.

• Fully distributed network management : In such an architecture a large num-
ber of distributed managers share the responsibility of management and the
management repository is partitioned and replicated.
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Agent Agent Agent Agent

Figure 2.9: Centralized Management Architecture



24 CHAPTER 2. OVERVIEW OF QOS-VPN TECHNOLOGIES

Repository
Central

TLM

Agent Agent Agent

MLM MLM MLM

Figure 2.10: Hierarchical Management Architecture

Agent Agent

AgentAgent

TLM TLM

Shared Shared

Repository

TLM

Shared

Repository Repository

Figure 2.11: Cooperative Management Architecture



2.5. COMMON NETWORK MANAGEMENT PROTOCOLS 25

Agent Agent

Repository

TLM

Distributed

Repository
Central

TLM

Agent Agent

Repository
Central

TLM
Agent Agent

Agent Agent

Repository

TLM

Distributed

Figure 2.12: Distributed Management Architecture

2.5 Common Network Management Protocols

2.5.1 Simple Network Management Protocol (SNMP)

The agents in the traditional management architectures are usually the widely
deployed SNMP [Sta98] of the TCP/IP protocol suite or CMIP [WBLH90]of the
OSI world. Both of these protocols are designed according to a client-server based
centralized model where the manager acting as a client collects and processes data
by interacting with one or more agents acting as servers. Physical resources are
represented by managed objects within these protocols. All managed objects in
the SNMP environment are arranged in a hierarchical or tree structure. The
leaf objects of the tree are the actual managed objects, each of which represent
some resource, activity, or related information that is to be managed. The tree
structure itself defines a grouping of objects into logically related sets called a
management information base (MIB). Associated with each type of object in
a MIB is an identifier of the ASN.1 type OBJECT IDENTIFIER. The object
identifier is a unique identifier for a particular object type and serves to name the
object. Some of the very well known problems of the SNMP based approach are:

• Scalability : SNMP supports lexicographic ordering, whereby the manage-
ment station can supply an object or object instance identifier and then
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ask for the object instance that occurs next in the ordering. However the
absence of scoping and filtering reduces searching capabilities in SNMP.
Searching in SNMP can thus lead to performance and scalability problems,
as the addition of more and more objects to a MIB will slow down the
retrieval rates of objects in the MIB. This could be a problem especially
when one considers the large and growing number of standards-based MIB
modules as defined in the periodically updated list of standard protocols.

• Lack of ability to configure: The vast majority of SNMP objects are read-
only. SNMP does well in its ability to obtain network status information
and determine network health. It is less powerful when it comes to mak-
ing modifications to the network, although the SNMP set command (often
achieved fully by a MIB Browser) allows an administrator to take some
forms of corrective action via SNMP. The MIB of an SNMP device is usu-
ally fixed; it is constructed by the network equipment vendor (i.e. router
manufacturer, computer hardware vendor, etc.) and cannot be added to
or modified. The MIB tree is extensible by virtue of experimental and
private branches, but only vendors can define their own private branches
to include instances of their own products. MIB implementation for new
emerging services like IPSec, MPLS, QoS do not even exist in most vendors
equipments.

• Security : SNMP has no encryption standard. This is particular egregious
because the read and write community names (which serve to limit access to
a managed agent) are embedded in each SNMP message, and can be easily
sniffed from of the network. However, newer version of SNMP [BW02] has
made some effort to embed security mechanisms in it. The lack of security
has served to reduce the usefulness of SNMP in the management of remote
networks.

In short, SNMP, and hence the management architectures deploying it not only
suffer from scalability and security problems, but also lack the ability to dynam-
ically provision many emerging IP services.

2.5.2 Common Open Policy Services (COPS)

We earlier mentioned that COPS [BCD+00] is the recommended protocol for
communication between a PDP and PEP in the IETF proposed policy-based
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architecture. It is a simple query and response protocol that allows policy servers
(PDPs) to communicate policy decisions to network devices (PEPs). In order to
be flexible, the COPS protocol has been designed to support multiple types of
policy clients.

PEP PDP

Network Device Policy Server

request

decision

TCP/IP communication

External
Events

PIB 

repository

Figure 2.13: The COPS Protocol

The IETF architecture [Gro], [YDP00] supports the distribution of policies using
both outsourcing (COPS-RSVP) and provisioning (COPS-PR) models:

• Outsourcing model : In the outsourcing model, on receiving a request, the
PEP sends a query to the PDP and waits for its decision before responding
to the request. This is useful when the PEP requires an immediate policy
decision. In COPS-RSVP, when a RSVP reservation message arrives, the
PEP must decide whether to admit or reject the request; it outsources this
decision by sending a specific query to the PDP, and waits for a decision
before admitting the pending reservation.

• Provisioning model : In the provisioning model, the PDP proactively con-
figures the PEP based on user input and does not require PEP-PDP com-
munication for each PEP event. Using COPS-PR, provisioning may be
performed for a complete QoS enabled VPN configuration or only for the
QoS or VPN portion of the configuration.

COPS data is a collection of policy rules. It uses a Policy Information Base
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(PIB), analogous to MIBs in SNMP, as its global name space of provisioning
policy. The PIB is common to both PDP and PEP and can be described as
a tree, where branches of the tree represent policy rules classes (PRC) and the
leaves represent policy rules instances (PRI). There maybe multiple instances of
policy rules (PRIs) for any given rule class (PRC).

Many claim that although SNMP and MIBs are well suited to the requirements
of device local configurations, COPS and PIBs are necessary to meet the higher-
level requirements of policy-based management. However, COPS and PIBs are
supported a in handful of network device types and network services.

2.6 Conclusion

In this chapter, we briefly described various QoS and VPN related technologies.
The complexity of creating and managing QoS-VPN services in large networks
make us realize that traditional network management systems and protocols are
not well suited to cope with the rapidly evolving Internet security and QoS tech-
nologies. There is a need of automated QoS-VPN management system to be
deployed by ISPs that would simplify service creation and management in large
networks.
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Management of QoS Enabled

VPNs

Although with the advent of Differentiated Services IP backbones can now pro-
vide various levels of quality of service (QoS) to VPN traffic, as today’s network
infrastructure continues to grow, traditional network management systems do
not seem to cope well with the rapidly evolving Internet security and QoS tech-
nologies. Device-by-device network configuration is not only time consuming,
but also error-prone and introduces policy lapses. Earlier in chapter 1 we in-
troduced these challenges and argued that successful policy enforcement requires
elevating and automating management process. In chapter 2, we briefly described
the QoS enabled VPN (QoS-VPN) building blocks. In this chapter, we describe
the policy-based Service Broker architecture and its implementation to automate
and manage QoS-VPNs for customers that have Service Level Agreements (SLAs)
with their ISPs and allows one such user to specify demands through a WWW in-
terface to establish a VPN with certain QoS between two endpoints. This chapter
not only shows the implementation details of various components of the Service
Broker and connection admission and termination process, but also the pricing
mechanism of such outsourced VPNs.

29
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3.1 Introduction

Virtual Private Networks (VPNs) [GLH+99], [MKM+01], [FG99] enable secured
private communications of distinct closed networks, for example, corporate net-
works, over a common shared network infrastructure. Rather than using expen-
sive dedicated leased lines, VPNs use worldwide IP network services, including
the Internet cloud and service provider’s IP backbones to connect multiple geo-
graphically dispersed sites to each other into a private network. However, there
is a growing demand that since private networks built on using dedicated lines
offer bandwidth and latency guarantees, similar guarantees be provided in IP
based VPNs. While the Internet has not been designed to deliver performance
guarantees, with the advent of differentiated services [BBC+98], [BBC+99], IP
backbones can now provide various levels of quality of service. The Expedited
Forwarding (EF)[JNP99] Per Hop Behaviour (PHB) is the recommended method
to build such a Virtual Leased Line Line (VLL) type point-to-point connection for
VPN. This is absolutely critical to ensure that the VPN can deliver the myriad
number of benefits of this rapidly growing technology.

However, the complexities introduced by VPNs and the requirement to provide
QoS have made the job of the ISPs and systems administrators extremely difficult,
and as today’s network infrastructure continues to grow, the ability to manage
increasing complexity is a crucial factor for VPN solutions. But, at the same time,
this also opens the possibility for ISPs to sell VPN services to mostly corporate
end users. For example, in a typical VPN-DiffServ deployment scenario (Figure
3.1), an ISP might offer to establish QoS enabled VPN between stub network A
and B for a corporate end user who owns those networks and has regional offices
there. Outsourcing VPN services not only would ease the job of the corporate
customers, but also seems to be the only solution to dynamically construct end-
to-end dedicated services over public IP infrastructure since customers have no
control over resources in the transit network.

To offer such services, the ISPs will, however, need a management system not
only to enable the users to construct services dynamically on demand, but also to
provide new charging and billing facilities for the VPN services. In this chapter,
we describe the architecture and implementation of such a management system
called Service Broker (SB). As the World Wide Web (WWW) is widely avail-
able we provide web based interfaces as front ends where registered users can
login, verify themselves and initiate a VPN based on their predefined SLA. This
would obviate the need of invoking help from system administrator or ISP and
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Figure 3.1: VPN-Diffserv Deployment Scenario

at anytime they can disconnect the VPN service or check their current bills.

The Rest of the chapter is organized as follows: section 3.2 gives a brief architec-
tural overview of the SB needed to construct end-to-end service and section 3.3
describes the details of functional components that constitute the SB. Then in
section 3.4, we explain the system flow during VPN connection establishment or
termination process. Section 3.5 describes differential tunnel pricing mechanism
and section 3.6 shows the experimental network setup with some examples and
performance results. Finally, in section 3.7 we conclude this chapter.

3.2 Policy-Based Provisioning Architecture

Differentiated Services and VPN security can be seen as value-added network
services. Such services allow the service providers to produce new revenues be-
yond pure connectivity services. However, the new services increase the complex-
ity of the network management significantly. To address the challenges, in this
section, we propose policy-based management for QoS-VPN in large networks
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whose network control and provisioning are the most challenging aspects of mod-
ern computer networks. The policy-based architecture is compliant with the
IETF/DMTF policy architecture [YDP00] and is an enhancement of our earlier
work on Service Broker hierarchy [GBK99]. However, the service broker architec-
ture itself is an extension of the so-called bandwidth brokers [NJZ99], [TWOZ99]
to address the dynamic configuration and management of DiffServ.

3.2.1 A Service Broker Hierarchy for Configurable Services

The idea of Bandwidth Brokers can be extended to network services in general,
including VPN services and service bundles such as QoS-VPNs. This leads to a
framework called the broker hierarchy.

The hierarchy is structured in functional components. We made the distinction
between intra-domain and inter-domain service tasks. Furthermore we distinguish
between stand-alone (orthogonal) services and composed services. Finally we
added a layer to hide the diversity of network equipments. This results in a four-
layered broker hierarchy as depicted in Figure 3.2. The configuration daemons
(CD) hide the heterogeneity of the underlying network equipment. The internal
service broker (ISB) manages the provider controlled network resources for a
service, and coordinates them. For example, referring to Figure 3.1, if a user who
has a SLA with the ISP maintaining DS-Domain 1 wants to establish a tunnel
between host 1A in stub network A and host 1B in stub network B, the ISB of
that domain can handle that request to establish the desired connection. The
external service broker (ESB), however, handles the negotiation between brokers
of peer ISPs across the trust border. The necessity of the ESB is obvious when
the customer in the previous example wants to setup a tunnel between host 1A
and host 1E in stub network E. Since stub network E resides by the perimeter
of another domain (DS-Domain 2), the ESB of domain 1 needs to negotiate with
the ESB of domain 2. The result of a negotiation is an inter-ISP service level
agreement (SLA), which describes the collaboration between the two provider
networks. A broker signaling protocol is necessary to set up an unbroken chain
of SLAs between all involved ISPs in order to set up an Internet wide service.

The broker hierarchy and its rationale is described in more detail in [GBK99].
The work presented in this chapter is an instance of this broker hierarchy frame-
work. We focus on the implementation of a DiffServ VPN service using the IPSec
[KA98] protocol. The synergy between DiffServ and IPSec [SBGP99] and a single
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administrative domain scenario lead to a stand-alone implementation using only
the ISB and the CD layer. In this chapter whenever we refer to Service Broker
(SB), we essentially mean ISB.

3.2.2 Service Broker Architecture

A Policy Based Network management solution is a way to automate and ease
QoS-VPN and other advanced IP services activation and ongoing management.
Instead of manually configuring each network device via Command Line Interface
(CLI) the policy-based QoS-VPN Management solution can feature a streamlined
end-to-end activation process through interfaces that enables both network ad-
ministrators and end users to apply settings to multiple devices with ease. Pro-
grammability of network components to dynamically create services tremendously
saves time and makes configuration management error free. In this section we
describe the policy-based Qos-VPN service provisioning architecture that forms
the basis for further works in terms of implementation and advanced policy-based
dynamic service provisioning in subsequent chapters.

The Service Broker architecture is shown in Figure 3.3. The main objective of
this is to capture high level business policies and convert those into device specific
configurations. In order to achieve that we have a QoS-VPN policy builder that
takes policy input from network administrators or corporate end users. The SB
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functional engine that converts them to low level configurations with a pool of
device specific templates. Since QoS-VPNs require defining both user QoS and
security (IPSec) policies for the corporate network, the architecture facilitates two
separate builders - QoS policy builder and IPSec policy builder. Additionally the
policy builder bundles device data builder and a SLA builder. The Device data
builder stores device related data for automated device access and translation of
high level policy by templates in the functional engine. The SLA builder facilitates
contracts between the customer and service provider. The Policy transformer
converts policy data it receives from the policy builder into a proprietary format
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before sending them to the policy repository. The Service Broker functional engine
contains pools of QoS and IPSec policy templates that are device specific. As new
device types are added, administrators can simply add required QoS and IPSec
policy templates to the pool. This is an extremely useful feature in a growing
network where the ability to operate in a multi-vendor environment is considered
crucial.

QoS Provisioning in DiffServ Networks does not only mean determination and
allocation of resources necessary at various points in the network, but also includes
modification of the existing resources. Both quantitative, as is the case with
VPNs, and qualitative traffic (some assured service) are required to be provisioned
at the network boundaries and in the network interior. Determination of resources
required at each node for quantitative traffic needs the estimation of the traffic
volume that will traverse each network node. While an ISP naturally knows
from the SLA the amount of quantitative VPN traffic that will enter the transit
network through a specific edge node, this volume cannot be estimated with exact
accuracy at various interior nodes being traversed by VPN connections, if we do
not know the path of such connections [Ash99]. However, if the routing topology
is known, this figure can almost be accurately estimated. If the default path
does not meet the requirements of an incoming connection, alternate and various
QoS routing [CNRS98], [CN98] methods can be used to find a suitable path and
enforced by MPLS techniques [FWD+01].

Based on the basic needs of provisioning a DiffServ enabled VPN network to sup-
port quantitative services we consider the provisioning as a two-layered model:
the top layer responsible for edge provisioning and driving the bottom layer, which
is in charge of interior provisioning (Figure 3.4). Service Brokers in our policy-
based architecture support this layering and are not only capable of performing
dynamic end-to-end admission control to set up a leased line like VPN by main-
taining the topology as well as policies and states of all nodes in the network, but
are also capable of managing and provisioning network resources of a separately
administered DiffServ domain and cooperating with other similar domains.

3.3 Service Broker Implementation

The SB, which is the heart of our QoS-VPN management system and designed
based on the earlier proposed architecture, takes the role of a QoS manager to
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optimally configure network resources and adaptively decide based on user pref-
erences and resource availability. These decisions could take place with minimum
user intervention with respect to specifying the user’s requirements. As the un-
derlying network may provide different classes of services to satisfy various VPN
customers, by identifying the generic functionality provided by any resource, we
present our SB (Figure 3.5) with a standard interface (Figure 3.6) to the network
resource.

Figure 3.6: QoS-VPN Web Interface

In this section we will identify the prerequisites for dynamic VPN service activa-
tion on demand by examining some simple configuration examples of widely used
Cisco [Sit] routers and based on those requirements define the essential compo-
nents of the Service Broker that we have implemented.
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3.3.1 Identifying Design Rationale

In this section, referring to the experimental setup of Figure 3.7 we will present
a configuration example in routers when an administrator needs to setup a 1
Mbps tunnel between the routers 130.92.70.101 and 130.92.66.141 for source
172.17.0.103 and destination 172.20.0.100 to meet the demand of a certain user.
We need to mention that traffic flowing from source 172.17.0.103 traverses interior
interfaces 130.92.70.1 and 130.92.66.1 before reaching the destination. Assume
that both of these interfaces have been configured to support 10 Mbps and 15
Mbps of premium service (EF traffic)
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Figure 3.7: Experimental Setup of VPN

To setup such a tunnel the administrator needs to configure appropriate com-
mands for classification, IKE (Internet Key Exchange) policy, various IPSec tun-
neling/encryption methods that might be used with the tunnel, commands that
specify peer router’s necessary identification to establish the tunnel. The classi-
fied flows also need to be possibly policed and marked at the inbound and shaped
at the outbound on aggregated basis. Basically, there are mainly two functionali-
ties that need to be provided by the edge routers: VPN tunneling, QoS (policing,
shaping). For the requested tunnel to be established, the administrator, therefore,
configures Router 130.92.70.101 (Cisco 7206) and 130.92.66.141 (Cisco 2611) as
shown in Figure 3.8 and 3.9 respectively.
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1    crypto isakmp policy 1
2    hash md5
3    authentication pre-share
4    lifetime 500
5    crypto isakmp key lab-tunnel address 130.92.66.141

6    crypto ipsec transform-set ah-md5-hmacANDesp-des ah-md5-hmac esp-des
7    crypto ipsec transform-set ah-md5-hmac ah-md5-hmac 
8    crypto ipsec transform-set ah-rfc1828 ah-rfc1828 
9    crypto ipsec transform-set ah-sha-hmac ah-sha-hmac
10   crypto ipsec transform-set esp-encryption esp-des 

11   crypto map cati-tunnel 143 ipsec-isakmp  
12   set peer 130.92.66.141
13   set transform-set ah-md5-hmacANDesp-des 
14   match address 143

15   interface FastEthernet0/0 
16   traffic-shape group 150 10000000 1000000 1000000 1000
17   crypto map cati-tunnel 

18   interface FastEthernet1/0 
19   rate-limit input access-group 143 1000000 2000000
     8000000 conform-action set-prec-transmit 1
     exceed-action drop

20   access-list 150 permit ip host 130.92.70.101 host any 

21   access-list 143 permit ip host 172.17.0.103 host 172.20.0.100 

/* IKE Policy commands specifying hash method, key sharing method, key of peer */

/* Various tunneling/encryption methods that can be used with the requested tunnel */

/* Commands to create tunnel between  routers 130.92.70.101 and  
130.92.66.141 for source 172.17.0.103 and destination 172.20.0.100 */ 

/* Aggregate traffic shaping rate at the outbound */

/* policing indvidual VPN connection at the inbound */

/* Classifying all VPN packets that originate from 130.92.70.101. Used for aggregate sharing */

/* Classifying the requested traffic */

Figure 3.8: Configuration of Router 130.92.70.101

The comments in the configuration example of router 130.92.70.101 already ex-
plain briefly which part of the scripts are responsible for the various tunneling
and QoS functions. Note that in line 5 the peer router’s ip address and the shared
secret key are the same. ISPs might actually enter the same for other peers in
a domain even before establishing tunnels for between any two peers. We can
also see in lines 6-10 numerous tunneling/encryption methods have been defined
and only one of these is used (line 13) for the desired tunnel that is specified by
the commands in lines 11-14. Also note that in line 21 traffic is classified with
a specific number (access-list number) and the same number is used in lines 11,
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1    crypto isakmp policy 1
2    hash md5
3    authentication pre-share
4    lifetime 500
5    crypto isakmp key lab-tunnel address 130.92.70.101
6    crypto ipsec transform-set ah-md5-hmacANDesp-des ah-md5-hmac esp-des
7    crypto ipsec transform-set ah-md5-hmac ah-md5-hmac 
8    crypto ipsec transform-set ah-rfc1828 ah-rfc1828 
9    crypto ipsec transform-set ah-sha-hmac ah-sha-hmac
10   crypto ipsec transform-set esp-encryption esp-des 
11   crypto map cati-tunnel 145 ipsec-isakmp  
12   set peer 130.92.70.101
13   set transform-set ah-md5-hmacANDesp-des 
14   match address 145
15   interface FastEthernet0/0 
16   traffic-shape group 150 15000000 1500000  1500000 1000
17   crypto map cati-tunnel 
18   interface FastEthernet1/0 
19   rate-limit input access-group 145 1000000 2000000   
     8000000 conform-action set-prec-transmit 1
     exceed-action drop
20   access-list 150 permit ip host 130.92.66.141 host any 
21   access-list 145 permit ip host 172.20.0.100  host 172.17.0.103

Figure 3.9: Configuration of Router 130.92.66.141

14 and 19. Although it is not necessary to maintain the same number in lines 11
and 14 at least, this is a must in line 19 where classified packets are policed and
marked. However, by maintaining the same number we can maintain a unique
tunnel ID.

With all these explanations now let us examine what we need to do in order to
establish another 2 Mbps tunnel between the same routers for source 172.17.0.104
and destination 172.20.0.100. If we consider only uni-directional QoS then we need
policing/marking command only in router 130.92.70.101. Here the interface of
130.92.70.101 supports CTOTAL =10 Mbps for quantitative VPN traffic. Earlier
we accepted a 1Mbps connection i.e. Callocated = 1 Mbps and now Crequest=2
Mbps. By performing the admission check we see that Callocated + Crequest <

CTOTAL.

Since only a 1 Mbps connection was installed previously, end-to-end admission
test also signals positively, i.e. an interior router interface 130.92.66.1 also passes
the admission check for this uni-directional QoS support. We can, therefore,
accept the connection. All we need to do is add the following routing commands
in router 130.92.70.101 and also a similar set of commands in router 130.92.66.141.
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crypto map cati-tunnel 144 ipsec-isakmp

set peer 130.92.66.141

set transform-set ah-md5-hmacANDesp-des

match address 144

interface FastEthernet1/0

rate-limit input access-group 144 2000000 2000000

8000000 conform-action transmit exceed-action drop

access-list 144 permit ip host 172.17.0.103

host 172.20.0.100

3.3.2 Prerequisites for Dynamic Configuration

We have seen from the above example how routers are actually configured (man-
ually) and what needs to be done in the routers if additional tunnels need to
be established between two peer routers. Based on this experience of section
3.3.1 and admission control requirement, we will now try to identify the prereq-
uisites of an automated system like a Service Broker capable of dynamic service
configuration and mimic a system administrator. These are:

• User and Request Validity : The system should be able to identify the user
and the validity of a request.

• VPN Readiness: Edge routers should be VPN Ready. This means that
IKE policy commands from line 1 to 5 and command for specifying tunnel-
ing/encryption methods (lines 6 -10) should be pre-configured in the VPN
edge routers so that when a new tunnel is configured it can choose one of
previously configured tunneling/encryption methods (for example, in line
13 ah-md5-hmac esp-des is chosen).

• Resource management of edge and interior routers: Each edge and interior
router need to be pre-configured to support a certain amount of quantitative
traffic as specified by ISP. The system should also be able to track the
resource usage so that admission control can be performed to have a well
provisioned system.

• Topology maintenance: The system should store the topology of the net-
work. When a connection request arrives the system should know which
transit path (i.e. which interior routers the VPN connection will traverse)
will be followed.
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• Management of existing connections: The same connection that is already
established cannot be established with a different tunnel ID.

• Management of interfaces: The system should be intelligent enough to iden-
tify which routers and interfaces should be configured.

• Remote configuration of routers: The system should be able to configure
the appropriate routers to activate the service immediately without the
invocation of a human operator.

3.3.3 Service Broker Databases

Based on the above prerequisites the SB has been developed to establish VPN
tunnels dynamically on customer demand and also to allocate QoS to them. The
SB interacts with specialized configuration daemons (CD) when a certain user
request arrives to setup a QoS-VPN tunnel. The basic operation of our system is
as follows: based on request parameters provided by the user, the SB first contacts
a SLA database to check the validity of the user and its request parameters. It
then checks with the connection database whether a similar requested connection
already exists or not. If this is not the case, the SB looks at its resource database
to decide if the tunnel can be established. A positive answer would then lead to
a tunnel establishment by the CD. When a user disconnects the VPN tunnel, the
SB releases resources and invokes the pricing database to calculate the pricing for
that tunnel. In the following we will briefly describe these components and their
role before we move to the detailed description of system flows in section 3.4.

• SLA Database: The SLA database does not only contain the user’s iden-
tification but also specifies the maximum amount and type of traffic he/she
can send and/or receive for a tunnel. As we are concerned about closed user
groups, a SLA also contains the boundary of a valid VPN area. Referring
to Figure 3.1 where stub networks A, B and C might belong to the same
organization located at different remote locations, one can easily see that
they form a mesh environment and any site may want to establish with the
other under the same contract. Therefore, this set of locations defines the
perimeter of the VPN area and are entered in this database as source and re-
mote stub addressess. The User authentication process prohibits malicious
users to setup unauthorized tunnel and access network resources illegally.



3.3. SERVICE BROKER IMPLEMENTATION 43

The SLA, however, allows users to add new VPN areas to his old contracted
list of valid VPN areas. It contains the following tuple:

<User ID, Password, Maximum BW in Mbps, Source Stub Address, Remote
Stub Address>

• Resource Database: The resource database contains resources available
between any two edge routers. This means that this database has resource
information of all the routers in a certain domain. In our implementation
we keep records of pre-computed tunnels with Tunnel IDs. For each tunnel,
however, we also need to know its ingress router’s ip address, tunnel source
address (which might be the same as ingress router’s ip address), egress
router’s ip address, tunnel destination address (this might as well be same
as egress router’s ip address) and the capacity of the tunnel in Mbps. Also,
we need to keep track of the status of the tunnel in terms of availability.
Therefore, the tuples are:

<tunnel id, ingress router, tunnel source addr, egress router, tunnel desti-
nation addr, bandwidth, status>

Tunnel ID 4

Stub
Network
    D

Stub
Network
    C

Stub
Network
    B

Stub
Network
    A

e2

e3

e4

e1

Tunnel ID 1 Tunnel ID 2

Tunnel ID 7 Tunnel ID 5 Tunnel ID 6
2 Mbps 2 Mbps 2 Mbps

Tunnel ID 3
1 Mbps 2 Mbps 2 Mbps 3 Mbps

Figure 3.10: Mapping of Resources to Various Tunnels

However, it should be clarified that a tunnel might originate from an ingress
router to several possible egress routers. Referring to Figure 3.10, users
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residing in the stub network A might want to establish tunnels between
router e1 and e2, or between e1 and e3, or between e1 and e4 to communicate
with other stub networks. Assume that the ISP has decided to allocate
a maximum 10 Mbps capacity to traffic stemming from e1 and destined
towards other edge points. The ISP might, however, allow one 1 Mbps, two
2 Mbps tunnels, one 3 Mbps tunnel to be created between e1 and e2 and
also allow two 2 Mbps tunnels from e1 to e3 and only one 2 Mbps tunnel
from e1 to e4. This would result in a map as shown in table 3.1. In the
table while ingress and egress router addresses are necessary for identifying
the edge routers, the tunnel source and destination addresses are needed
to create tunnels. Ingress (or egress) router and its corresponding tunnel
source address (or dest. addr for egress) might be the same if the same
address is used in both cases.

Tunnel Ingress Tunnel Source Egress Router Tunnel Dest. Bandwidth Status
ID Router Address Address in Mbps
1 e1 e1 e2 e2 1 1
2 e1 e1 e2 e2 2 1
3 e1 e1 e2 e2 2 1
4 e1 e1 e2 e2 3 1
5 e1 e1 e3 e3 2 1
6 e1 e1 e3 e3 2 1
7 e1 e1 e4 e4 2 1

Table 3.1: Resource Table for the Network of Figure 3.10

It is clear from this mapping that if all the tunnels as mapped in the table
3.1 are active simultaneously, then router e1 would need to support 14
Mbps. Since we have only 10 Mbps for this router we need to keep track of
each router’s capacity and perform an admission control. For any ingress
interface if CTOTAL is the total capacity reserved for VPN traffic, Callocated

is the bandwidth that is already allocated to existing tunnels, and Crequest

is the requested capacity of the new incoming connection, then CTOTAL

should be more than or equal to (Callocated + Crequest).

• Connection Database: The connection database contains a list of cur-
rently active VPN connections. Here a connection always mean a VPN
tunnel. It has various functions: (i) when a new request arrives for connec-
tion or termination, the SB can check if that connection already exists or not
and then make its decision, (ii) it indicates how much resources have been
consumed by VPN users, (iii) and provides a record to pricing mechanism.
Its tuples are:
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<user id, source address, destination address, bandwidth, tunnel id, activa-
tion time>

• Interface Database: The interface database contains necessary records
of edge routers that are used as tunnel end-points for the outsourced VPN
model. In such a model since some customer stub networks are connected to
the ISP edge router we need to specify which stub networks are connected
to a particular edge router. Also, an edge router might have one or more
inbound and outbound interfaces which also need to be specified for each
stub network that is actually connected to a particular inbound interface
of a router. This is important because normally at the inbound interface
tunnels are policed on an individual basis and at the outbound they are
shaped on an aggregated basis. At the same time, outbound interfaces
are also used as the tunnel endpoints. Finally, a tunnel map to which all
defined tunnels are attached is also part of the record in this database that
is activated at the outbound interface of the router. The tuples are :

< stub network, edge router, generic router name, inbound interface, out-
bound interface, tunnel map name>

• Pricing and Billing Database: The pricing database contains pricing
information of various tunnels. Its only interaction with the SB is at the
time when a connection (tunnel) is terminated and the SB needs to know
the price of that by making a query to it. The billing database contains
details of terminated connections and their computed price. For details see
section 3.5.

3.4 Description of System Flows

In this section we will describe how a connection is established or torn down, how
various components interact with the SB, and under which circumstances a new
connection request or tear down request are refused.

3.4.1 Successful Connection Establishment

Figure 3.11 shows all the communications involved in setting up a VPN connection
between two stub networks or simply between an originating host and the remote
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host. We will describe the operational details by referring to the communication
marked on Figure 3.11. Considering each communication in turn :

- 1) A user sends a connection request message to the SB for a new connection
request via web or via other signaling mechanisms such as RSVP. The SB
is in charge for determining whether the connection should be allowed or
refused. It achieves this by communicating with each of the components in
turn. The request contains user id, user password, source and remote stub
addresses, amount of bandwidth and encryption/encapsulation method.

- 2,3) The SB contacts the SLA database that is responsible for validating
the user and his request. If the user is identified correctly, his source and
remote address conforms the contract, and also the bandwidth requested is
less than or equal to the agreed traffic contract, it sends a positive response.

- 4,5) The SB contacts the configuration daemon to check its status. The
status can be busy, available, or down. Only in the case of availability the
user request can be processed further.

- 6,7) The SB contacts the connection database to check the existence of an
exactly similar tunnel. This is because for a source and destination pair
only one tunnel can remain active.

- 8,9) The SB asks the resource database to allocate a tunnel of a certain
bandwidth. The resource database responds to the SB and either allocates
the resource or denies based on resource availability.

- 10) The SB allocates the requested resource and tells the configuration
daemon to create appropriate configuration scripts. In the meantime the
resource and the connection database update their records. The new con-
nection request data is appended to the connection database and the tunnel
that has just been allocated from the resource database is marked as used.

- 11,12) The CD puts a busy signal on itself and creates the configuration
scripts by using policy templates. It then sends configuration scripts to the
routers. The routers send signals to the CD.

- 13,14) The CD removes the busy signal from itself and sends an acknowl-
edgment to the SB which sends a notification to the user.
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Figure 3.11: Successful QoS-VPN Connection Setup

3.4.2 Successful Connection Termination

Referring to Figure 3.12, the system walks through the following steps for suc-
cessful connection termination:

- 1,2,3,4,5,6,7) These steps are similar to the steps mentioned for connection
setup. However, in step 2 only user id and password are checked. We also
need to see if the daemon is busy or not, and also that the requested con-
nection exists in the connection database. In summary, once a termination
request arrives the system needs to make sure that the tunnel exists and
was created by the same user who has sent the termination request.

- 8) If the connection is found in the connection database the SB talks to
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the CD to create an appropriate configuration script. In the meantime the
connection record is deleted from the connection database and the resource
database updates its records by making the same tunnel available which
has just been deleted.

- 9,10,11) The CD creates and sends the configuration script to the router.
The router sends a signal to the CD which then confirms the SB about the
configuration.

- 12,13,14) Before the SB finally forwards this positive acknowledgment to
the user it invokes the pricing database and calculates the appropriate pric-
ing using the method described in section 3.5 and stores the necessary in-
formation of the terminated connection and computed price in the billing
database. Once that is done the user receives the acknowledgment via the
web interface.

3.4.3 Connection Rejection and Failure in Termination

A connection request is rejected if (i) the SLA profile does not match (case D-1) ,
(ii) the daemon is found busy (case D-2), (iii) the connection already exists (case
D-3) or (iv) not enough resources are available (case D-4). The various stages
where a connection creation process might get refused are shown in Figure 3.13.
We will briefly describe them in the following:

- Case (D-1): User id, password might be wrong, VPN areas for which user
wants to establish tunnel might be invalid, or the bandwidth requested
might be higher than the agreed one, and in such a case the user will not
be granted a connection.

- Case (D-2): Even if the request parameters are valid the CD might be
found busy and hence, the connection will not be possible.The system can,
however, be tailored for automatic retry as desired by an user.

- Case (D-3): If the request passes the above two stages successfully, it might
be found that a connection already exists in the connection database. In
such a case the request will be refused.

- Case (D-4): If the above cases do not happen during a tunnel creation
process then the SB asks the resource database to grant the request user
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Figure 3.12: Successful Connection Termination

has asked for. If the resource database cannot meet that demand it sends
a signal to the SB about resource unavailability, and the SB forwards that
message to the user.

Other than case (D-1) and (D-2) whose actions are quite obvious, the connection
termination request (Figure3.14) might be rejected (case D-3) if no connection
entry is found in the connection database for deletion of a request or if the tunnel
belongs to the someone else other than the requester.
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Figure 3.13: Denial of Connection Setup

3.5 VPN Pricing

Although the current flat rate pricing with uniform best effort data transport
service is simple and attractive, it has many defects. It provides a single level of
service quality, and does not allow users to select what is best for their needs.
To many, this leads to misallocation of resources. To deal with this, there are
proposals to regulate the usage by imposing fees based on the amount of data
actually sent. This, however, is fundamentally flawed as usage based fees would
impose usage costs on the user whether the network is congested or not and might
even collapse the whole revenue model [Cla99].

3.5.1 VPN Pricing Model

With our VPN Service model defined in earlier sections, Internet Service Providers
are going to provide a variety of services through multiple service classes (e.g. 1
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Mbps, 2 Mbps or 3 Mbps dedicated bandwidth) where each service class will pro-
vide a different performance. The objective is to allow users to select among a
choice of services, so that users who wish to use more resources can pay accord-
ingly.

In our implementation we have provided a method to compute the price of a
VPN which considers the reserved bandwidth of the tunnel and the duration it
was used. However, that price might change over the duration of an active period,
e.g. if we have special tariffs for the day and the night. This actually reflects
that price changes as the load changes, i.e. we consider price to be a function of
resource and load. A 2 Mbps tunnel that is charged 4 cents per minute during
peak period would not be charged the same during off load period. Also a 2 Mbps
tunnel that is spanned over several core routers might be priced higher than a
tunnel of same capacity but spanning over few routers. In reality, most of the
costs will depend on the transmission lines and some of the expensive lines might
be consisting of fewer routers than the less expensive lines of same capacity. In
such cases tunnel price can be set accordingly. Based on this idea we propose that
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pricing for QoS enabled VPN tunnel should be calculated based on its network
resource reservation and the load during the time tunnel is active. Therefore,

Price = f(Resource, Load)

This model works much like the telephone system when one pays more for long
distance call than a local call and price changes at different times. As understand-
ing of pricing by the users is crucial for the success of managed VPN services, we
believe this model would be attractive not only to the users but also will simplify
the billing process for ISPs.
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Figure 3.15: Differential Tunnel Pricing of an Example Network

3.5.2 Differential Tunnel Pricing

As in our system resource is a single quantitative item usually expressed as 1
Mbps, 2 Mbps etc. it well understood how one can price a pipe of varying hop
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distances. For example, in Figure 3.15 both tunnel 1 and 2 are of 1 Mbps but
tunnel 2 is priced higher at certain times since it spans over 3 core routers, and
therefore, consumes more resources than tunnel 1. For the same reason tunnel 4
might be priced higher than tunnel 3 although both are of 2 Mbps. If tunnel 3
is highly congested line (or highly demanded) or its installation cost was higher
than normal cases (e.g. for intercontinental links), the ISP might well set the
price 3 higher than tunnel 4 even thought it spans over less routers. Therefore,
setting up the pricing matrix depends entirely on ISP’s experience and business
practice. However, having said that, we still need to incorporate load in the
pricing formula. Normally, load changes with time and we can, therefore, define
a differential tunnel pricing matrix as shown in Figure 3.15 where price changes
with time. If Pi(t) denotes the price of tunnel i at time t and Tin and Tout denotes
the tunnel creation time and termination time respectively, then PTOT , the total
computed price of the tunnel for the duration (Tout - Tin), can be expressed as:

PTOT =
Tout∑

Tin

Pi(t)

In our implementation we have defined 24 time zones, i.e. the price for a tunnel
changes every hour. It is, however, possible to have more or less than 24 zones.
All that is needed to be done in such a case is to define a similar pricing matrix
based on the number of desired time zones. Again, how ISP should decide about
the number of time zones depends ISP’s experience with load fluctuations from
past and also on its policy. For example, if the load is frequently changing then a
higher number of time zones might be appropriate to reflect the high fluctuations
of load on the price.

Based on our pricing model we will now show how one can calculate the price of
a tunnel for a certain duration of time. Let us assume that Tin and Tout have
formats like H1 : m1 and H2 : m2 respectively where H1 and H2 represent
hour portions of time while m1 and m2 represent the minute portions. If pi(h)
denotes the price of tunnel i = 1, 2, 3, 4...N (if we have N tunnels) for time zone
h = 0, 1, 2, 3, ....23 etc, then the total price of a VPN tunnel can be defined as:
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PTOT =





pi(h).[m2−m1] if M = 0

pi(h)[60−m1] + pi(h + 1).m2 if M = 1

pi(h)[60−m1] +
∑h+M−1

h=h+1 pi(h).60
+pi(h + M).m2 if M ≥ 2

where M = H2 − H1. We will now provide a few examples using the formulas
presented above and differential pricing matrix shown in Figure 3.15. If a certain
user has used a tunnel of 1 Mbps from 6:10 a.m. to 6:20 a.m. between stub
network B and C and that tunnel happens to have the tunnel ID 1, then the price
can be calculated as: p1(6) *(20-10)=1*10= 10 cents. If the same tunnel is active
from 6:10 to 7:20 then the price would be p1(6) *(60-10) + p1(7)* 20 =1*50 +
1*20 =70 cents. Again, if we setup a tunnel having ID 4 between stub network
A and D from 6:30 to 9:20, then we can calculate the price as p4(6) *(60-10) +
p4(7)* 60 + p4(8)* 60 + p4(9)* 20 = 1* 50 + 5 *60 + 7* 60 + 9*20 =950 cents.

3.5.3 Billing

In section 3.4.2, referring to Figure 3.12, we explained that when a VPN connec-
tion is terminated, the SB invokes the pricing database to compute the price and
send the record to the customer’s billing database. In brief, the complete charging
system works as follows: if a new VPN request is accepted then that connection
along with the login time is recorded in the connection database. After a certain
period when the user disconnects his VPN tunnel that entry is deleted from the
connection database. The SB then looks up the rate for the deleted tunnel from
the pricing database, computes its price using the formulas in above section 3.5.2
for the duration of activation and then adds deleted connection record along with
logout time stamp and the computed price to the billing database. The user can
also, at any time, ask the system to query the most recent billing.

In section 3.6.2 we will see that user catispp establishes a 1 Mbps connection
between source 172.18.0.100 and destination 172.17.0.103 at time 6:17:20. Now,
if the connection is terminated at 9:23:14 then the SB deletes the connection entry
from the connection database as shown in table 3.6, invokes the pricing database of
table 3.4, and calculates the price using the method that we have earlier described.
Once that is done, the computed total price, which is 606.5 cents, termination time
6:17:20, and deleted connection entry are added to customer’s billing database as
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shown in table 3.7.

3.6 QoS-VPN Testbed and Performance Results

To test our implementation of the broker system and its capabilities to setup VPN
tunnels and allocate QoS to the established tunnels we ran some experiments
in our campus network between two private subnets and also over the public
SWITCH [SWI] network between Bern and Geneva. The topology we used is
shown in Figure 3.7 which we also used for explaining the QoS-VPN configuration
example in section 3.3

We have three private networks with closed user group properties. The machine
172.18.0.100 is a web server containing some pre-recorded MPEG-I streams and
is located in a Private network 172.18.0.0 at the University of Geneva. Both
172.20.0.100 and 172.17.0.103 (also a web server) are in two different networks
at the University of Berne. All the machines are connected to routers having
public IP addresses. Since machines with private addresses are not able to talk
to each other over public network unless they communicate over tunnels, this
setup is useful to demonstrate that tunnels are really created when a registered
user sends a requests to the Broker via the web interface. The Broker runs on
a machine 130.92.66.22 and communicates with the routers interfaces that have
public IP addresses.

The routers 129.194.90.20 and 130.92.66.141 are both Cisco 26xx while
130.92.70.101 is a 7206 router. All the routers are IPsec and QoS capa-
ble. The hop distances between 129.194.90.20 and 130.92.70.101 is 10, between
129.194.90.20 and 130.92.66.141 is 9 and between 130.92.66.141 and 130.92.70.101
is 2. Ideally, to create Virtual Leased Line (VLL) type service the interior routers
between the edges should also be DiffServ capable and be able to protect the
traffic that are marked as EF at the edges by using CBQ or WFQ. However,
since we did not have control over all these routers, we restricted the experiments
to tunnel creation and policing/shaping at the edge routers over which we have
complete control.

Although we had around 1.5 Mbps between the router in Geneva and routers in
Bern during the daytime, we had ample of capacity between the routers in Bern.
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Tunnel Ingress Router Tunnel Source Egress Router Tunnel Destination Bandwidth Status
ID Address Address in Mbps
140 130.92.70.101 130.92.70.101 129.194.90.20 129.194.90.20 1 1
141 130.92.70.101 130.92.70.101 129.194.90.20 129.194.90.20 2 1
142 130.92.70.101 130.92.70.101 130.92.66.141 130.92.66.141 1 1
143 130.92.70.101 130.92.70.101 130.92.66.141 130.92.66.141 2 2
144 130.92.66.141 130.92.66.141 129.194.90.20 129.194.90.20 1 2
145 130.92.66.141 130.92.66.141 129.194.90.20 129.194.90.20 2 2

Table 3.2: Resource Database for the Test Network

Stub Edge Generic Name Inbound Outbound Tunnel Map
Network Router of Router Interface Interface Name

172.17.0.0 130.92.70.101 Goppenstein FastEthernet1/0 FastEthernet0/0 cati-tunnel
172.20.0.0 130.92.66.141 sarah FastEthernet0/1 FastEthernet0/0 cati-tunnel
172.18.0.0 129.194.90.20 Appolo FastEthernet0/1 FastEthernet0/0 genbern

Table 3.3: Interface Database for the Test Network

3.6.1 Setting up SB Databases for the Test Network

To give a clear idea how the Service Broker works we will show how we setup
the various databases that we discussed in section 3.3. Initially, we only need
to setup the interface, resource, SLA and pricing databases which are invoked
during establishment or termination of a QoS-VPN tunnel. Tables 3.2, 3.3, 3.5,
3.4 show the partial database entries for the test network.

3.6.2 Examples of Connection Setup

Consider an example when user catispp wants to establish a 1Mbps a tunnel
between hosts 172.18.0.100 and 172.17.0.103 which are in two different private
networks. Once he submits his request via the WWW interface the SB checks
SLA validity, daemon status and connection database. While checking the SLA
database (Table 3.5) it finds that catispp is a valid user (and password is cor-
rect), source and remote stub addresses are valid, and requested rate (1 Mbps)
is less than the maximum contracted rate (4 Mbps). Assume that the config-
uration daemon is on (i.e status is 1). As no such connection (i.e. between

Tunnel 00:00 - 1:00- . . . 6:00 - 7:00 - 8:00- 9:00 - . . . 23:00 -
ID 1:00 2:00 . . . 7:00 8:00 9:00 10:00 . . . 24:00
140 1 1 . . . 1.5 3.5 4 4 . . . 1
141 1 1 . . . 2 4.5 5.5 5.5 . . . 1
142 1 1 . . . 1.5 2 2.5 2.5 . . . 1
143 1 1 . . . 2 3 3.5 3.5 . . . 1
144 1 1 . . . 1.5 3.5 4 4 . . . 1
145 1 1 . . . 2 4.5 5.5 5.5 . . . 1

Table 3.4: Tunnel Pricing Matrix for the Test Network
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User Password Maximum Source Stub Remote Stub
ID BW in Mbps Address Addresses

catispp ******** 4 172.18.0.100 172.17.0.103 172.20.0.103 172.17.0.103

Table 3.5: SLA for User catispp

User Source Destination Bandwidth Tunnel Activation
ID Address Address in Mbps ID Time

catispp 172.18.0.100 172.17.0.103 1 140 6:17:20

Table 3.6: Connection Database of the Test Network

source 172.18.0.100 and destination 172.17.0.103) record exists in the connection
database prior to this request arrival, the SB now searches the resource database
for the availability of a 1 Mbps tunnel. Since the private networks 172.18.0.0
and 172.17.0.0 are connected to routers Appolo (ip address 129.194.90.20) and
Goppenstein (ip address 130.92.70.101) respectively, the Broker actually looks for
a 1 Mbps tunnel between these two routers. It turns out that tunnel 140 is the
exact match and is also available. Therefore, appropriate configuration scripts
are created and loaded to the router to establish the requested tunnel.

3.6.3 Performance Results

This section describes the performance of various QoS enabled tunnels that are
setup by our Service Broker. The main intention here is not to find out the influ-
ence of buffer size or burst length on shaping or policing algorithm to illustrate
performance changes, but rather to show the readers that such QoS mechanisms
work with VPN tunnels established through our managed system.

For the demonstration of performance, we played some MPEG-I streams over
various VPN tunnels. We selected three public domain bit-streams that we believe
constitute a reasonable data set. Table 3.8 presents the characteristics of the bit-
streams. Here, the three bit streams have different bit rate requirements.We
believe the best metric to judge the performance of the QoS VPN tunnels is to
measure to what extent the required bit rate is achieved while playing over those
tunnels in real time.

User Source Destination Bandwidth Tunnel Activation Termination Price in
ID Address Address in Mbps ID Time Time Cents

catispp 172.18.0.100 172.17.0.103 1 140 6:17:20 9:23:14 606.5

Table 3.7: Billing Database for user catispp
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Stream Stream Frame Frames/ Bit Rate (Per Sec.) Mux Rate (Per Sec) I:P:B
Size (bytes) Size Second only video with audio Ratio

northamerica 31096832 352x240 29.97 1.008 1.2184 18:31:51
heuris 20595900 352x240 29.97 1.152 1.4112 15:44:41
sayit 78021332 352x240 29.97 1.856 2.4576 15:41:42

Table 3.8: Sample MPEG-I Bitstreams

Figure 3.16(a), 3.17(a), 3.18(a) show the bit rate distributions of the MPEG
streams of northamerica, heuris and sayit. These rate consider the video frames
only although the overall rates are higher. We first established a 1.25 Mbps
VPN tunnel between routers Goppenstein and sarah for the web server (source)
172.17.0.103 and station 172.20.0.100 running MpegTV [MPE] player and played
stream northamerica over that tunnel. As we can see from Table 3.8 that
northamerica requires a rate 1.2184 Mbps, the trace of the received traffic as
shown in Figure 3.16(b) demonstrates that capacity allocation was adequate to
transmit this stream smoothly. In another set of experiments we again created
1.5Mbps and 2.5 Mbps VPN tunnel and ran heuris and sayit respectively. Both
of these streams require 1.411 Mbps and 2.457 Mbps respectively. Output traces
as shown in Figure 3.17(b) and 3.18 (b) again prove that allocation was sufficient.

Again, sayit was run from the web server 172.18.0.100 to station 172.20.0.100
over a tunnel between routers Appolo and sarah without any QoS enabled to it
. Figure 3.19 shows the corresponding output trace. Since sayit requires 2.457
Mbps and no capacity was specifically allocated to the tunnel the stream ran at
a slow frame rate. When at around 175th second some udp traffic was sent over
the tunnel to fill up the pipe, this aggressive udp traffic completely stopped the
transmission of the MPEG-I stream. When the udp transmission was stopped
the stream again started running but still at a much slower rate than actually
required for it. This further demonstrate the need for QoS in VPN tunnels and
also show that such QoS mechanisms can work with various tunneling methods.

3.7 Conclusion

The proposed policy-based Service Broker architecture and its implementation
allows not only network administrators, but also corporate customers to establish
and terminate QoS enabled VPN tunnels dynamically on demand in a point-and-
click fashion. We have built a system that can cope with the growing network
size and complexity and able to operate in a multi-vendor environment.
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We realized that service differentiation will not be successful unless there is a
pricing mechanism that appreciates the differential behaviour. Therefore, we also
proposed and implemented a differential tunnel pricing in Service Broker system
that computes the price of a QoS enabled VPN tunnel based on its network
resource reservation and the load during the time tunnel is active. From this
perspective we believe that if the Service Broker system is deployed by ISPs that
would not only alleviate the pain of corporate administrators who often need
human resources and huge amount of time in such complex implementations, but
also benefit the service providers form the economic point of view.

However, the system lacks advanced SLA mechanism and operate only in a single
ISP domain. These issues are addressed in chapter 4, 5 and 6.



Chapter 4

Range-Based SLA and Edge

Provisioning

The Interface to the Service Broker described in the previous chapter allows a user
to specify bandwidth as a single quantitative value for a VPN tunnel. However,
expectedly, many of the customers will be unable or unwilling to predict the
load between VPN endpoints. In this chapter we propose a novel range-based
SLA that allows VPN customers to specify their bandwidth requirements as a
range of quantitative service in the Service Level Agreements (SLAs). To support
such services we enhance the Service Broker implemented in chapter 3 that can
logically partition the capacity at the edges to various classes (or groups) of VPN
connections and manage them efficiently to allow resource sharing among the
groups in a dynamic and fair manner. Various algorithms with examples and
analyses are presented to provision and allocate resources dynamically at the
edges for VPN connections.

4.1 Introduction

To provide Virtual Leased Line (VLL) type point-to-point connection for VPN us-
ing Expedited Forwarding (EF) [JNP99] Per Hop Behavior (PHB) we in [KB00a],
[BGK01] [KBG00], along with others [QBO00],[Tea99]), have implemented Band-
width Brokers [NJZ99] that allow users to specify a single quantitative value (i.e.
1 Mbps or 2 Mbps etc.) and based on this specification the edge routers establish

63



64 CHAPTER 4. RANGE-BASED SLA AND EDGE PROVISIONING

VPN connections dynamically. However, it is apprehended that users will be un-
able or unwilling to predict the load between VPN endpoints [DGG+99]. Also,
from the provider’s point of view, guaranteeing exact quantitative services might
be a difficult job at the beginning of VPN-DiffServ deployment [BBC+99]. We,
therefore, propose that users specify their requirements as a range of quantitative
services. For example, users who want to establish VPN connections between stub
networks A and B (Figure 4.1), and are not sure whether 0.5 Mbps, 0.6 Mbps or
1 Mbps are needed, and only know the lower and upper bounds of their require-
ments approximately, can specify a range 0.5- 1 Mbps when they outsource their
services to the ISPs. An ISP can offer such multiple options via a web front-end
(Figure 4.5) to help customers to select any suitable option to activate services
dynamically on the fly.

Configuration
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Figure 4.1: Dynamic Edge Configuration of VPN Connections

This approach has several advantages. Users do not need to specify the exact
capacity, but it gives them the flexibility to specify only a range. The price that
customers have to pay is higher than one pays for the lower-bound capacity but
lower than what is normally needed to be paid for the upper-bound capacity.
During low load it is possible that the users might enjoy the upper-bound rate
(say, 1 Mbps when a range 0.5-1 Mbps is chosen) without paying anything extra.
This kind of pricing might be attractive to the users and the ISPs can take
advantage of this to attract more customers without breaking the commitment.

This, however, poses a significant challenge to the ISPs, as they would need to
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deploy automated provisioning systems that can logically partition the capacity
at the edges to various classes or groups of VPN connections and manage them
efficiently to allow resource sharing among the groups in a dynamic and fair
manner. Here, each group is identified from what it offers. For example, one
group could represent the range 0.5- 1 Mbps, another 1-2 Mbps. Also, they
must provision the interior nodes in the network to meet the assurance offered at
the boundaries of the network. Earlier in chapter 3 we proposed a two-layered
model to provision such VPN-DiffServ Networks where the top layer is responsible
for edge provisioning and drives the lower layer in charge of interior resource
provisioning with the help of a Service Broker. This chapter addresses the top
layer on the basis of range-based SLA.

We have restricted this chapter only to edge provisioning because most of the
complexities lie at the boundaries of the network and work as the main driving
force for overall provisioning. Section 4.2 describes range-based SLA and the
model for provisioning, and in section 4.3 various algorithms with examples and
analyses have been presented to provision and allocate resources dynamically at
the edges. Fairness issues while allocating resources to connections of the various
VPN groups have been addressed in section 4.3.4. The enhanced SB performing
the required provisioning and connection admission is described in section 4.4.
Section 4.5 concludes the chapter with a summary of our contributions.

4.2 Edge Provisioning Model for DiffServ-VPNs

Since edge provisioning is the main driving force of overall resource provisioning
in DiffServ networks, it naturally involves complicated procedures and algorithms
to dynamically share nodal resources. This becomes even more complicated to
support range-based that is able to benefit both customers and service providers
economically. In this section we give an overview of the concept of range-based
SLA and explain the proposed edge provisioning model.

4.2.1 A Novel Approach: Range-Based SLA

To overcome the difficulties faced by users in specifying the exact amount of
quantitative bandwidth required while outsourcing the VPN service to ISPs, our
model supports a flexible way to express SLAs where a range of quantitative
amounts, rather than a single value, can be specified. Although it has several
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advantages, this also makes the edge and the interior provisioning difficult. This
complexity can be explained with a simple example. Referring to Figure 4.1,
assume that the edge router R2 has been provisioned to provide 20 Mbps quanti-
tative resources to establish VPN connections elsewhere in the network with the
ISP providing two options via a web interface to the VPN customers to select the
rate of the connections dynamically: 1 Mbps or 2 Mbps. It is easy to see that
at any time there can be 20 connections each having 1 Mbps, or 10 connections
each enjoying 2 Mbps, or even a mixture of the two (e.g., 5 connections with 2
Mbps, 10 connections with 1 Mbps). When a new connection is accepted or an
active connection terminates, maintaining the network state is simple and does
not cause either reductions or force any re-negotiations to existing connections.
If there are 20 connections of 1 Mbps and one connection leaves, then there will
be simply 19 connections of 1 Mbps. Admission process is equally simple.
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Figure 4.2: The Range-Based SLA Approach

Now, if the ISP provides a new option (Figure 4.5) allowing users to select the
range 1-2 Mbps, where 1 and 2 are the minimum and maximum offered guaranteed
bandwidth, maintaining the state and admission control can be difficult. When
there are up to 10 users, each connection would get the maximum rate of 2
Mbps, but as new connections start arriving, the rate of the existing connections
would decrease. For example, when there are 20 connections this rate would be
20
20 = 1 Mbps. At this stage, if an active connection terminates, the rate of every
single connection would be expanded from 1 Mbps to 20

19 = 1.05 Mbps. This is a
simple case when we have a single resource group supporting the range 1Mbps-2
Mbps. In reality, we might have several such groups to support users requiring
varying bandwidth. In such cases, renegotiation for possible expansion of the
existing connections, admission control, and maintenance of network states will
not be simple. Figure 4.2 illustrates the idea of range-based SLA. Bandwidth
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is specified as an interval of Cuser min(i) and Cuser min(i) for any group i. The
actual rate of a VPN connection Cuser(i) varies between this range but never gets
below Cuser min(i). Cuser(i) is the rate that is configured in the edge router as the
policing rate. Traffic submitted at a rate higher than this is marked as best effort
traffic or dropped depending on the policy.

4.2.2 The Model and Notations

In our model, we address this novel SLA approach and provide policies and algo-
rithms for automated resource provisioning and admission control. However, to
support such provisioning we first start by allocating a certain percentage of re-
sources at each node (edge and interior) to accommodate quantitative traffic. At
the edge, this quantitative portion is further logically divided between dedicated
VPN tunnels (i.e. require 1Mbps or 2 Mbps explicitly) and those connections
that wish to have rates defined by a range (i.e. 0.5-1 Mbps or 1-2 Mbps, etc.).
Figure 4.3 shows this top level bandwidth apportionment. The notations are :

- CT is the total capacity of a node interface.

- Cded is the capacity to be allocated to VPN connections requiring absolute
dedicated service.

- Cshared is the capacity apportioned for VPN connections describing their
requirement as a range.

- Cquan is the capacity provisioned for quantitative traffic and is equal to
(Cded+ Cshared).

- Cqual is the remaining capacity for qualitative traffic.

While at the edge Cquan is the rate controlled by policing or shaping, at the
interior this Cquan indicates the amount capacity allocated (actually protected)
to quantitative traffic. All the values can be different at different nodes. This
kind of logical partitioning is helpful because the capacity is never wasted even
if portions of resources allocated to quantitative traffic are not used by VPN
connections. The unused capacity naturally goes to the qualitative portion and
enhances the best effort and other qualitative services. This is true at both the
edge and in the interiors. Cshared, as shown in Figure 4.3, can be logically divided
into multiple groups where each group supports a different range (Figure 4.4).
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Figure 4.3: Top Level Bandwidth Apportionment: (a) Logical Partitioning at the
Edge, (b) Logical Partitioning at an Interior

As there might be multiple of such groups, for any group i we define the following
notations:

- Cbase(i) is the the base capacity for group i which is shared by the VPN
connections belonging to that group.

- Cuser min(i) is the ISP offered minimum guaranteed bandwidth that a user
can have for a VPN connection.

- Cuser max(i) is the ISP offered maximum guaranteed bandwidth that a user
can have for a VPN connection.

- Nshared(i) is the current number of shared VPN connections in group i.

- Cshared(i) is the amount of capacity currently used by group i.

- Cuser(i) is the actual rate of active connections in group i and is equal to
Cshared(i)

Nshared(i)
.

- Cshared unused is the total unused bandwidth from all shared service groups.

We can apply numerous sharing policies to these shared service groups. We call
them shared service groups because, in reality, the base capacity is shared by
a certain number of VPN connections. A sharing policy might allow a group
to share its resources not only among its own connections, but also share with
other groups’ VPN connections in case of some unused capacity left. This may
also apply to dedicated capacity. Priority can be given to certain groups while
allocating unused resources. Actually, fair sharing is a challenging problem and
we will address all these issues in the following sections while developing the
provisioning mechanisms.
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Figure 4.4: Microscopic View of Bandwidth Apportionment at Edge

4.3 Edge Provisioning Policies and Algorithms

Based on the model described in section 4.2, various allocation policies could
be adopted by the ISPs at the ingress point to allocate capacity dynamically to
maintain and guarantee the quality of service of various types of incoming and
existing VPN connections from multiple classes of VPNs. Some suitable policies
are :

• Policy I: Capacity unused by one group cannot be used by any other
groups. This means that if we have multiple shared service groups, the
group whose resources have been exhausted while supporting numerous con-
nections does not borrow resources from others even when they have unused
capacity. Also, none of the groups are allowed to use unused capacity of the
dedicated service group.

• Policy II: Capacity unused by one shared service group can be borrowed
by another shared service group. However, like the previous policy, they
are not supposed to borrow from the dedicated service group.

• Policy III: Capacity unused by the dedicated service group can be bor-
rowed by tunnels of the shared service groups. Also, these groups can share
resources among themselves.

In this section, we will start with VPN connection acceptance algorithms at the
network ingress point where all admission complexities lie. These complexities
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are introduced because of the need to partition and share resources to support
our model and the policies presented above. Further analyses with examples of
algorithms for Policy I,II and III clarify them.

4.3.1 VPN Connection Acceptance at Ingress

The job of admission control is to determine whether a VPN connection request
is accepted or rejected. If the request is accepted, the required resources must
be guaranteed. For any group i a new VPN establishment request is admitted
only if the minimum bandwidth, as stated in the offer, can be satisfied while
also retaining at least the minimum requirements for the existing users, i.e. if(
Nshared(i) ≤ Cbase(i)

Cuser min(i)

)
a new VPN connection request can be accepted. This

ensures that, an admitted VPN connection will always receive at least the min-
imum offered bandwidth Cuser min(i) in group i by restricting the number of
maximum connections that can join the group. How much capacity the accepted
connection will actually hold is decided by the connection states in that group
and sharing policies that we are going to discuss in the following subsections.

4.3.2 Capacity Allocation with no Sharing: Policy I

The base capacity allocated to a group is solely used by the VPN connections
belonging to that group only. Under no circumstances resources assigned to one
group can be borrowed by others, even if that capacity remains unused. This
makes allocation simple not only at the edges, but also in the interior. Also,
from an implementation point of view it is simple. Since the unused capacity is
not used by any other groups, the qualitative services mentioned earlier are also
enhanced.

If a VPN connection is accepted, the system checks whether that connection can
be allocated the maximum rate. This is possible if the base capacity Cbase(i)

is enough to assign all the existing connections the maximum rate Cuser max(i).
Otherwise, the base capacity is shared among all the existing and new VPN
connection. Therefore, we can express this admission policy as follows:

Cshared(i) = min
(
Cbase(i), Cuser max(i).Nshared(i)

)

Cuser(i) = Cshared(i)

Nshared(i)

Example 1: For the following example assume that the total link bandwidth
CT = 100 Mbps, Cshared = 0.3CT = 30 Mbps. Also, assume that ISP offers
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a group as Cuser min(1) = 1 Mbps and Cuser max(1) = 2 Mbps. Base capacity
Cbase(1) allocated to this group is 20 Mbps.
Nshared(1) = 1 , Cshared(1) = 2 Mbps, Cuser(1) = 2 Mbps
.
Nshared(1) = 10 , Cshared(1) = 20 Mbps, Cuser(1) = 2 Mbps
Nshared(1) = 11 , Cshared(1) = 20 Mbps, Cuser(1) = 20

11 Mbps
.
Nshared(1) = 20 , Cshared(1) = 20 Mbps, Cuser(1) = 20

20 Mbps

Connections are accepted as long as the condition
(
Nshared(i) ≤ Cbase(i)

Cuser min(i)

)
is

met. When the number of connections exceed Cbase(i)

Cuser min(i)
, a new arriving connec-

tion is rejected. For example, if the 21st connection in the example is accepted,
Cuser(1) would be 20

21 . The minimum bandwidth could no longer then be guaran-
teed. Therefore, the connection request is rejected.

4.3.3 Capacity Allocation with Sharing: Policy II

If the capacity allocated to a group is not fully used by VPN connections, this
capacity can be borrowed by connections of the other shared service groups, if
needed. However, the borrowed capacity must be relinquished when needed by the
group from which the capacity was borrowed. And although this borrowing and
deallocation adds some complexity in edge provisioning, connections from various
groups however have better chances of enjoying higher rates. In the following
sections, we present algorithms regarding VPN connection arrival, termination,
and possible expansion of the existing connections as a result of the termination
of a connection from a shared service group.

VPN Connection Arrival

Like the previous case, VPN connection arrival essentially involves checking the
availability of resources that can be used by the new connection and, if available,
allocating this capacity to an incoming connection. Even if the base capacity of
a certain group allows the new connection belonging to that group to assign the
maximum ISP offered rate (i.e.

(
Cbase(i) − Cshared(i)

)
≥ Cuser max(i)) because of

the resource sharing among various groups, it might happen that the resources
from that group would be borrowed by other group(s) not leaving the required
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resources (i.e. Cshared unused < Cuser max(i)). In such a case resources must
be relinquished from the appropriate groups(s). Any such deallocation from the
existing connections leads to rearrangement of capacity of those connections. This
capacity should be relinquished the way it was borrowed. The unused capacity
can be borrowed numerous ways by competing groups which we will see in sections
4.3.3 and 4.3.4. For the sake of simplicity, the group having the maximum excess
bandwidth, Cexcess(i) = Cshared(i)−Cbase(i) should release first, and then the next,
and so on.

/* if the group has enough base capacity to support

a new connection with max. offered rate. */

if
[(

Cbase(i) − Cshared(i)

)
≥ Cuser max(i)

]
{

/* if the shared unused capacity is also enough to support

the new connection with max. offered rate. See Example 2 */

if
(
Cshared unused ≥ Cuser max(i)

)
{

Cshared(i) = Cuser max(i).Nshared(i)

Cuser(i) = Cuser max(i)}

/* if the shared unused capacity has been borrowed then

capacity is relinquished from borrower(s). See Example 3 */

else{

relinquish Cuser max(i) from group(s) which has max excess bw
rearrange bandwidth of that group(s)

Cshared(i) = Cuser max(i).Nshared(i)

Cuser(i) = Cuser max(i)}
}

We have just mentioned that this capacity can be borrowed from one group by
the others. Now, when does one group borrow resources? Naturally, when the
base capacity is less than what is needed, i.e.

(
Cbase(i) − Cshared(i)

)
≤ 0. How

much can one group borrow? This depends on how much unused resources are
available. If this is at least equal to the maximum offered rate Cuser max(i),
then that amount is allocated; otherwise (i.e. Cshared unused < Cuser max(i)), the
whole unused resource goes to the group in question and divided among all the
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connections in that group.

/* if the shared capacity is equal to or has exceeded the base capacity */

if
[(

Cbase(i) − Cshared(i)

)
≤ 0

]
{

/* but the unused capacity can still support the new connection

with max rate. Capacity is then borrowed. See Example 4 */

if
(
Cshared unused ≥ Cuser max(i)

)
{

Cshared(i) = Cshared(i) + Cuser max(i)

Cuser(i) = Cshared(i)

Nshared(i)
= Cuser max(i)}

/*if the unused capacity is less than the max. rate. Capacity is then

shared by existing and the new connection. See Example 5 */

else{

Cshared(i) = Cshared(i) + Cshared unused

Cuser(i) = Cshared(i)

Nshared(i)}
}

We will now consider several numerical examples in this section to clarify the
algorithms and analysis presented above. For all the following examples we as-
sume that the total link bandwidth CT = 100 Mbps, Cshared = 0.3CT = 30
Mbps, and there are only two shared users groups i.e. i = 1, 2. For group 1
Cbase(1) = 10 Mbps,Cuser min(1) = 0.5 Mbps and Cuser max(1) = 1 Mbps, and for
group 2 Cbase(2) = 20 Mbps, Cuser min(2) = 1 Mbps and Cuser max(2) = 2 Mbps.

Example 2 : Prior to VPN connection request in group 1:
Nshared(1) = 5, Cshared(1) = 5× 1 = 5 Mbps
Nshared(2) = 10, Cshared(2) = 10× 2 = 20 Mbps

Here, for group 1, Cbase(1) − Cshared(1) = 10 − 5 = 5 Mbps and Cuser max(1) = 1
Mbps. Therefore, Cbase(1) − Cshared(1) > Cuser max(1). Also, Cshared unused =
30 − (5 + 20) = 5 Mbps, which is greater than Cuser max(1). Hence, Cuser(1) = 1
Mbps.

Example 3 : Prior to VPN connection request in group 1:
Nshared(1) = 6, Cshared(1) = 6× 1 = 6 Mbps
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Nshared(2) = 12, Cshared(2) = 12× 2 = 24 Mbps

In this example, Cbase(1) − Cshared(1) = 10 − 6 = 4 Mbps, which is greater than
Cuser max(1) = 1 Mbps. This means that group 1 has not used all its base band-
width and a new connection can have the maximum offered bandwidth 1 Mbps.
However, Cshared unused at the time of request arrival is Cshared−

∑2
i=1 Cshared(i) =

30− (6+24) = 0 Mbps. This indicates that another group has borrowed capacity
from group 1. If that group had left at least Cuser max(1) = 1 Mbps, the request
could have been allocated the desired amount of resource. Therefore, the only
option left is to relinquish 1 Mbps from the group that borrowed it. Since the only
other group 2 has taken that bandwidth we need to deduct 1 Mbps from group
2 and recompute the individual share of each VPN connection in that group as
Cuser(2) = Cshared(2)−Cuser max(1)

Nshared(2)
= 24−1

12 = 23/12 Mbps. Obviously, Cuser(1) = 1
Mbps and Cshared(1) = 6 + 1 = 7 Mbps.

Example 4 : Prior to VPN connection request in group 2:
Nshared(1) = 5, Cshared(1) = 5× 1 = 5 Mbps
Nshared(2) = 10, Cshared(2) = 10× 2 = 20 Mbps

This is a case where one group has used its full allocated base capacity but
could borrow resources from the other group which has left some spare capacity.
Here, Cbase(2) − Cshared(2) = 20 − 20 = 0 Mbps, but the total spared capacity
Cshared unused = 30− (5 + 20) = 5 Mbps. This value is greater than Cuser max(2)

(i.e. 2 Mbps). Therefore, the new VPN connection request can be allocated the
maximum offered value (i.e. 2 Mbps) by even exceeding the base capacity of
group 2.

Example 5 :Prior to VPN connection request in group 2:
Nshared(1) = 8, Cshared(1) = 8× 1 = 8 Mbps
Nshared(2) = 11, Cshared(2) = 11× 2 = 22 Mbps

The example here depicts a scenario where one group that has already exceeded
its base capacity and has to accommodate a new connection request when there is
no unused resource left by other group(s). Here, even before the new connection
arrival, group 2 has borrowed Cshared(2) − Cbase(2) = 22 − 20 = 2 Mbps and
Cshared unused = 30 − (8 + 22) = 0 Mbps. So, the current capacity allocated to
group 2 will have to be equally distributed among all the existing and the new
arriving VPN connections. Therefore, Cuser(2) = Cshared(2)

Nshared(2)
= 22

11+1 = 22
12 Mbps.
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VPN Connection Termination

When a VPN connection terminates, the resources might have to be released
from the relevant group depending on the current rate being enjoyed by every
connection in that group. If the rate is less than or equal to the maximum offered
rate, no capacity is released from the group’s current share. As a result, all the
connections in that group will increase equally. This is because the same capacity
is shared by a lower number of connections. If, however, the current rate of every
connection is already equal to the maximum offered rate, this termination would
trigger a deduction of Cuser max(i) from the shared resource Cshared(i). If all the
connections were already enjoying Cuser max(i), no rate change would occur in
any of the existing connections. The algorithm is stated as follows:

if
(

Cshared(i)

Nshared(i)
≤ Cuser max(i)

)
/*See Example 6 */{

Cshared(i) = Cshared(i)

Cuser(i) = Cshared(i)

Nshared(i)

Cshared unused = Cshared unused}

if
(

Cshared(i)

Nshared(i)
= Cuser max(i)

)
/* Example 7 */{

Cshared(i) = Cshared(i) − Cuser max(i)

Cuser(i) = Cshared(i)

Nshared(i)
= Cuser max(i)

Cshared unused = Cshared unused + Cuser max(i)}

To clarify the VPN connection, the termination process will now consider similar
examples as presented in the previous section.

Example 6: Before VPN connection termination from group 1:
Nshared(1) = 11 , Cshared(1) = 10 Mbps
Nshared(2) = 10 , Cshared(2) = 20 Mbps

Here, Cshared(1)

Nshared(1)
< Cuser max(1) since 10

11 < 1. This means that the capacity used
by this group before the connection termination will remain unchanged even after
the termination. So, the new value of Cshared(1) is also 10 Mbps, and each VPN

connection will equally share this capacity which is Cshared(1)

Nshared(1)
= 10

10 = 1 Mbps.
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Since no capacity is deducted from this group, the total unused shared capacity
will also remain unchanged.

Example 7: Before VPN connection departure from group 1:
Nshared(1) = 10 , Cshared(1) = 10 Mbps
Nshared(2) = 10 , Cshared(2) = 20 Mbps

In this example, Cshared(1)

Nshared(1)
= Cuser max(1) since 10

10 = 1. Thus, prior to this depar-
ture all active VPN connections were using the maximum possible offered band-
width Cuser max(1) = 1 Mbps and in total were having Cshared(1) = 1 × 10 = 10
Mbps. Hence, the departure should trigger a deduction of Cuser max(1) = 1
Mbps from the total capacity used by this group prior to the departure as the
capacity even after the deduction will be good enough to satisfy Nshared(1) =
10 − 1 = 9 active connections offering the highest possible rate of 1 Mbps.
Therefore, Cshared(1) = 10 − 1 = 9 Mbps and each VPN connection will re-

ceive Cshared(1)

Nshared(1)
= 9

9 = 1 Mbps. Since the termination process triggers deduction
of Cuser max(1) from the capacity used by group 1, the unused shared capacity
will increase by the same value. So, Cshared unused = 0 + 1 = 1 Mbps.

VPN Capacity Expansion

The unused shared capacity left by some groups can be distributed among others
with priority given to certain groups while allocating the unused capacity. In
the next section we will present various policies to allocate the unused dedicated
capacity, and those might apply here as well. Here we consider only one case
where preference is given to the needy groups where the need is determined from
the ratio Cuser(i)

Cuser max(i)
. So, we reorder the groups according to this ratio so that

the first one has the lowest and the last one has the highest value of Cuser(i)

Cuser max(i)
.

Once reordered, the expansion algorithm starts allocating unused bandwidth to
the first group, then the next, and so on based on the availability of resources.
This can be stated as :
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if
(

Cshared(i)+Cshared unused

Nshared(i)
> Cuser max(i)

)
{

Cshared(i) = Nshared(i).Cuser max(i)

Cuser(i) = Cshared(i)

Nshared(i)

Cshared unused(i) =
Cshared unused − [Nshared(i).Cuser max(i) − Cshared(i)]}
/* See Example 8 */

if
(

Cshared(i)+Cshared unused

Nshared(i)
≤ Cuser max(i)

)
{

Cshared(i) = Cshared(i) + Cshared unused

Cuser(i) = Cshared(i)

Nshared(i)

Cshared unused = 0}
/* See Example 9 */

Example 8: Before VPN connection termination from group 2:
Nshared(1) = 11 , Cshared(1) = 10 Mbps
Nshared(2) = 10 , Cshared(2) = 20 Mbps

After the termination of a VPN connection from group 2, Cshared unused = 2
Mbps. If there is a need of resources by other group(s), this capacity can be
used partly or fully. We find that group 1 has need for this resource since

Cuser(1)

Nuser max(1)
< 1. Now, it remains to be seen to what extent we could use this

unused capacity. Here, Cshared(1)+Cshared unused

Nshared(1)
= 10+2

11 = 12
11 and is greater than

Cuser max(1) which is 1 Mbps. Therefore, the capacity for group 1 can be expanded
to Nshared(1).Cuser max(1) = 11× 1 = 11 Mbps allocating to each existing connec-
tion Cuser max(1) = 1 Mbps. The remaining unused capacity will be reduced to
Cshared unused− [Nshared(1).Cuser max(1)−Cshared(1)] = 2−(11×1−10) = 1 Mbps.

Example 9: Before VPN connection departure from group 2:
Nshared(1) = 14 , Cshared(1) = 10 Mbps
Nshared(2) = 10 , Cshared(2) = 20 Mbps

Unlike the previous example where group 1 only needed to use a portion of the
unused resources, all the remaining capacity can be allocated to the existing group
1’s VPN connections in order to enhance the service. Cshared(1) will be increased

to 10+2 = 12 Mbps with each existing connection receiving Cshared(1)

Nshared(1)
= 12

14 Mbps.
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4.3.4 Fair Allocation of Unused Resources: Policy III

In the previous section we discussed sharing methods where one shared service
group could borrow resources from another similar group. In this section, we will
discuss the possibilities of sharing the unused dedicated resources among various
shared service groups. If the shared service groups are allowed to borrow resources
from the unused dedicated resources, we then define a new term:

C+
shared = Cshared + Cded unused

The question here is how we can allocate the unused dedicated resources fairly
among the competing groups. If all VPN tunnels want the maximum bandwidth
as offered in ISP policy offer, it is possible that at some point:

N∑

i=1

Nshared(i).Cuser max(i) > C+
shared

If
[∑N

i=1 Nshared(i).Cuser max(i) − C+
shared

]
, the quantity needed to allocate the

maximum possible offered rates to all connections even after allowing the unused
dedicated resources to be used by the shared service groups is greater than 0, we
need to define a fair set of user throughput values (i.e. Cuser(i)) given the set of the
maximum offered rates Cuser max(i) and C+

shared. In other words, we need to ba-
sically divide this extra capacity Cded unused among all the needy groups in a fair
manner. However, fair sharing of extra resources is not a trivial issue and was ad-
dressed by others for different network situations [ZC93],[Jaf81], [Wd89],[WSF82].
Some proposals [Jaf81] are in favor of sharing the bottleneck capacity equally
among users independent of their requirements and others [ZC93],[Wd89] advo-
cate to penalize users causing overloads.

While we do share the resources among VPN connections in each group, equal
sharing of unused dedicated capacity will not help much to some groups where
connections are already enjoying rates close to Cuser max(i). At the same time, it
also does not alleviate the problem of other groups having rates above Cuser min(i)

but much less than Cuser max(i). The fairness criterion of [ZC93] also does not fit
here as that would deprive the heavy user groups to gain share from the unused
dedicated resources even when they are enjoying rates much below Cuser max(i).
Our case is further complicated by the fact that while penalizing the heavy user
groups we cannot reduce their current share. This is what might happen in certain
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cases while trying to maximize the rates of lower user groups. In the following
sections we will discuss various fair sharing methods at the edges.

Allocation of Resources to Lower User Groups First

In this case, we first need to order the user groups based on their Cuser max(i)

values to satisfy the lower user groups first by trying to allocate the maximum
offered values while the higher user groups have less chances to acquire resources
left by the dedicated service group. The rationale behind this is that more VPN
users can be satisfied and allocating to the higher user groups might bring little
changes in many cases if sufficient extra resources are not available.

If the ordering leads to service groups 1, 2, 3, ....,K − 1,K, K +1, ...N − 1, N, it is
possible that if we expand K groups the VPN tunnels belonging to those groups
will enjoy the maximum offered bandwidth, the (K + 1) th group receives the
rest of the unused dedicated resource, and other tunnels remain unchanged. The
total enhanced shared capacity can then be computed as follows:

C+
shared =

K∑

i=0

Nshared(i).Cuser max(i)

+ Cshared(k+1) +
[
Cded unused

−
K∑

i=1

[Nshared(i).Cuser max(i) − Cshared(i)]
]

+
N∑

i=K+2

Cshared(i)

The above computation helps us to view how C+
shared is shared by different

groups. However, this general case is true when K ≥ 1, (N −K) ≥ 2. The other
cases are:
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C+
shared =





Cshared(1) + Cded unused if K = 0, (N −K) = 1[
Cshared(1) + Cded unused

]
+

∑K
i=2 Cshared(i) if K = 0, (N −K) ≥ 2∑K
i=1 Nshared(i).Cuser max(i)+

Cshared(k+1) + Cded unused−∑K
i=1[Nshared(i).Cuser max(i)−

Cshared(i)] if K ≥ 1, (N −K) = 1

In practice, when there is unused dedicated capacity the process starts by asking
the first group if the unused capacity is enough to satisfy all the VPN connections.
If so, each connection receives a maximum value Cuser max(i) and then queries the
second group. Otherwise, the whole amount of capacity is allocated to the first
group and divided among the competing connections. The process continues as
long as the unused capacity is a positive figure.

Example 10 : Assume a situation where we have 3 groups with VPN connec-
tions in each of them having capacity below their respective Cuser max(i). Also,
Cshared = 30 Mbps and for group 1: Cbase(1) = 5 Mbps, Cuser max(1) = 0.5
Mbps, Cuser min(1) = 0.25 Mbps; for group 2: Cbase(2) = 10 Mbps, Cuser max(2) =
1 Mbps, Cuser min(2) = 0.5 Mbps; and for group 3: Cbase(3) = 15 Mbps,
Cuser max(3) = 2 Mbps, Cuser min(3) = 1 Mbps. Prior to the availability of
Cded unused = 7 Mbps we had :
Nshared(1) = 15, Cshared(1) = 5 Mbps Cuser(1) = 0.333 Mbps
Nshared(2) = 12, Cshared(2) = 10 Mbps Cuser(2) = 0.833 Mbps
Nshared(3) = 15, Cshared(3) = 15 Mbps Cuser(3) = 1.00 Mbps

Here the groups are already ordered. Applying the algorithms we see that the
first two groups can be allocated the maximum rates. Therefore, they are both
expanded to 15× (0.5) = 7.5 Mbps and 12× 1 = 12 Mbps respectively. The rest
of the unused capacity Cded unused −

∑2
i=1[Nshared(i).Cuser max(i) − Cshared(i)] =

7− (7.5− 5 + 12− 10) = 2.5 Mbps goes to the third group.

Allocation of Resources to the Neediest Group First

This is much like the process as described above with the only difference that
the groups are ordered based on their needs. Apportionment mechanisms and
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algorithms remain the same. As mentioned earlier, need is determined from the
ratio of Cuser(i)

Cuser max(i)
. So, the groups with lower ratios get preference over the

groups with higher ratios. Therefore, the process starts feeding the most needy
group and continues as long as it has some unused capacity.

Example 11 : From example 10 of the previous section: Cuser(3)

Cuser max(3)
= 0.5,

Cuser(1)

Cuser max(1)
= 0.67, and Cuser(2)

Cuser max(2)
= 0.83. Clearly, group 3 is the most needy

group. If we have Cded unused = 5 Mbps, it can serve the the most needy group 3
and enhance its service. The new Cuser(3) = 20

15 = 1.33 Mbps and Cuser(3)

Cuser max(3)
=

0.67. In the previous example, this group never had the chance to grab a portion
of the unused bandwidth, but the new policy here allows it to improve the service
substantially.

Allocation of Resources Based on Proportional Needs

Although the above mechanism seems to be fair since it allocates based on the
group’s need, in many cases there will be several needy groups with little dif-
ferences in their needs. In such cases, the apportionment might not be always
fair if the unused dedicated resources are exhausted while trying to feed the
first few groups and others remain deprived to get a share. In this section, we,
therefore, present a way to allocate the unused resources based on proportional
need. Any group that is in need of resource, i.e. having the ratio Cuser(i)

Cuser max(i)
< 1

receives a portion of the unused resource proportional to the group’s need. There-
fore, any group i, after receiving the extra resource based on this proportional
need, is expanded to Cshared(i) = Cded unused.Cshared excess(i)

Cshared excess
+ Cshared(i). Here, the

need for group i is actually the excess quantity needed to offer all connections
in that group the maximum value Cuser max(i). Therefore, Cshared excess(i) =
[Cuser max(i) − Cuser(i)]Nshared(i).

Example 12: Once again, let us consider example 10 to illustrate the use of
proportional needs. No ordering is needed here as the allocation of extra capacity
is solely based on the proportional need. Here for group 1: Cuser(1)

Cuser max(1)
= 0.67,

for group 2: Cuser(2)

Cuser max(2)
= 0.83, and for group 3: Cuser(3)

Cuser max(3)
= 0.5. Application

of this allocation policy will expand the capacity of group 1 to:

Cshared(1) = 7[(0.5)15−5]
[(0.5)15−5]+[(1)12−10]+[(2)15−15] + 5 = 5.897 Mbps. As a result, connec-

tions improve with new Cuser(1) = 0.393 Mbps, Cuser(1)

Cuser max(1)
= 0.79. Similarly, for

group 2: Cshared(2) = 10.71 Mbps, Cuser(2) = 0.89 Mbps, Cuser(2)

Cuser max(2)
= 0.89, and
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for group 3: Cshared(3) = 20.39 Mbps, Cuser(3) = 1.36 Mbps, Cuser(3)

Cuser max(3)
= 0.68.

This clearly shows that proportional sharing fairly enhances the rate of the most
needy group 3. This would not have been the case had we applied other fairness
methods.

4.4 Enhanced SB for Dynamic Configuration

The prototype SB presented in chapter 3 has been enhanced to optimally con-
figure network edge resources and support edge provisioning policies discussed
in this chapter. Driven by the need to provide range-based SLA the underlying
network may provide different classes of QoS enabled VPN services. This requires
enhancement of not only core functional engine of the Service Broker, but also
the earlier presented web interface that allows the users to customize their own
VPN services. The new SB web interface as shown in Figure 4.5 has the required
policy options to realize range-based SLA and its benefits. The resource database
format also changes to support new range-based SLA. Here, we will only briefly
discuss the relevant parts that are mostly responsible for dynamic resource alloca-
tion at the edge devices. Details of the implementation, operation and examples
of dynamic VPN establishment have already been described in chapter 3 and can
also be found in [KB00a], [BGK01], [KBG00]. We will also present some exam-
ples of the dynamic rate allocations of VPN connections in commercial routers
to illustrate the methods presented in earlier sections.

The basic operation (Figure 3.11) for successful connection setup remains the
same. While the SB invokes an SLA database to check the validity of the user
request, it essentially needs to maintain a connection database containing a list
of the currently active VPNs and an edge resource database to keep track of
records of quantitative resource available (base capacity) and current resource
consumption of various router interfaces.

4.4.1 Examples of Dynamic Configuration

A resource controller in the SB checks resource and connection databases when-
ever there is any new connection arrival or departure that might trigger the mod-
ification of rates of the existing connections. For a better understanding of how
the edge routers are dynamically configured to meet the user demand and conform
SLA, we will now demonstrate some examples of the dynamic rate allocations of
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Figure 4.5: SB WEB Interface Supporting Range-Based SLA

the VPN connections in commercial Cisco IOS routers. By considering similar
examples, as detailed in section 4.3, we will see how the simple algorithms are
really applied to the edge devices. Let us consider an experimental setup (Figure
4.6) of DiffServ-VPNs where we have three VPN and QoS capable edge routers
each having a private network behind them.

Configuration 1: User ’A’ wants to establish a VPN connection for source
172.17.0.100 and destination 172.20.0.100 and chooses an option (1-2 Mbps) from
ISP provided web site and submits a request. Figure 4.7 shows the resource group
definition and edge resource database entries. Applying the algorithm presented
in section 3, the policing rate Cuser(1) configured in edge router 130.92.70.101
is Cuser(1) = Cuser max(1) = 2 Mbps. If user ’B’ chooses the same option the
same rate Cuser(1) = 2 Mbps is allocated since capacity in group 1 has the ability
to support that. Assume that two more users ’C’ and ’D’ decide to have VPN
connections (for sources and destinations specified in the connection database of
Figure 8) with capacity varying between 0.5 and 1 Mbps. Group 2 can support
both the connections with the maximum available rate of 1 Mbps. Therefore,
Cuser(2) = Cuser max(2) = 1 Mbps is also configured in the router for these con-
nections, as we see in the following:
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Figure 4.6: Experimental Setup for Demonstration of Range-Based SLA

/*policing individual VPN connection at the inbound with Cuser(1) = 2 Mbps */

for users ’A’ and ’B’ and Cuser(2) = 1 Mbps for users ’C’ and ’D’*/

rate-limit input access-group 140 2000000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 141 2000000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 142 1000000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 143 1000000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

/*Classifying the requested VPN traffic/

access-list 140 permit ip host 172.17.0.100 host 172.20.0.100

access-list 141 permit ip host 172.17.0.101 host 172.20.0.101

access-list 142 permit ip host 172.17.0.102 host 172.20.0.102

access-list 143 permit ip host 172.17.0.103 host 172.20.0.102

Here, we only show the ingress router policing and marking since DiffServ is
unidirectional. We assume that bit precedence 1 is used for EF traffic marking
and traffic that exceed the specified rate are marked as best effort (bit precedence
2). Users not familiar with Cisco IOS routers should only notice the first of the
traffic rate parameters (for example 2000000 in ’2000000 2000000 8000000’) in
rate-limit policing and marking commands. This is the rate we refer to as
Cuser(i) for any group i. The other two are burst parameters.

Configuration 2: Now, if users ’A’ and ’B’ also want to establish connections
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    B   172.17.0.101   141         172.20.0.101     182              1            2 Mbps    17:10               
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Figure 4.7: Partial Entries in Connection and Resource Databases: A Scenario
when all Connections Receive the Maximum Offered Value

from the same sources to 172.18.0.100 and 172.18.0.101 respectively and choose
an option (0.5 - 1 Mbps) i.e. group 2, we see that group 2 is exhausted of its
capacity. Therefore, these two new connections along with the other two existing
connections share the base capacity of 2 Mbps when each connection is configured
with Cuser(2) = Cuser min(2) = 0.5 Mbps. This is shown in Figure 4.8 and the
new set of configuration commands that are loaded to the router at this point is
as follows:

rate-limit input access-group 142 500000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 143 500000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 144 500000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

rate-limit input access-group 145 500000 2000000 8000000

conform-action set-prec-transmit 1 exceed-action set-prec-transmit 2

access-list 144 permit ip host 172.17.0.100 host 172.18.0.100

access-list 145 permit ip host 172.17.0.101 host 172.18.0.101
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    A   172.17.0.100   140         172.20.0.100     181              1            2 Mbps    17:08               
    B   172.17.0.101   141         172.20.0.101     182              1            2 Mbps    17:10               
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Figure 4.8: A Scenario when Rate of Existing Connections are Reduced to Ac-
commodate New Connections
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4.5 Conclusion

In this chapter, we have proposed a novel range-based SLA that allows customers
to specify their requirements as a range of quantitative service for VPN connec-
tions since they are unable or unwilling to predict the load between the VPN
endpoints. To support such services, we have proposed and developed a proto-
type SB that can logically partition the capacity at the edges to various service
classes (or groups) of VPNs and manage them efficiently to allow resource shar-
ing among the groups in a dynamic and fair manner. Various algorithms with
examples and analyses have been presented to provision resource dynamically at
the edges to support QoS for VPN connections.

One obvious advantage of our system is the pricing gain. The price that customers
have to pay is higher than one pays for the lower-bound capacity but lower than
what is normally needed to be paid for upper-bound capacity. During low-load it
is possible that users might enjoy the upper-bound rate without paying anything
extra. Such pricing might be attractive to users and ISPs can take advantage of
this to attract more customers.

We have restricted this chapter to edge provisioning only considering the fact
that most of the complexities lie at the boundaries of the network and is the
main driving force for overall provisioning. However, the ISPs must provision the
interior nodes in the network to meet the assurance offered at the boundaries
of the network. Core provisioning that works in unison with the proposed edge
resource allocation policies here has been addressed in the next chapter.



Chapter 5

Edge Driven Virtual Core

Provisioning

In chapter 4 we proposed a range-based Service Level Agreement (SLA) [KB00b]
approach and edge provisioning in DiffServ capable Virtual Private Networks
(VPNs) to customers that are unable or unwilling to predict load between VPN
endpoints exactly. With range-based SLAs customers specify their requirements
as a range of quantitative values rather than a single one. Various suitable policies
and algorithms dynamically provision and allocate resources at the edges for
VPN connections. However, we also need to provision the interior nodes of a
transit network to meet the assurances offered at the boundaries of the network.
Although a deterministic guaranteed service (single quantitative value approach)
provides the highest level of QoS guarantees, it leaves a significant portion of
network resources on the average unused. In this chapter, we show that with
range-based SLAs providers have the flexibility to allocate bandwidth that falls
between a lower and upper bound of the range only, and therefore, take advantage
of this to make multiplexing gain in the core that is usually not possible with a
deterministic approach. But dynamic and frequent configurations of an interior
device is not desired as this will lead to scalability problems and also defeats the
purpose of the DiffServ architecture which suggests to drive all the complexities
towards edges. We, therefore, propose virtual core provisioning that only requires
a capacity inventory of interior devices to be updated based on VPN connection
acceptance, termination or modification at the edges.

87
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5.1 Introduction

To build Virtual Leased Line (VLL) type services, VPN traffic is classified and
marked with the DSCP for EF at the edges of the of the network. In the interior
of the network, with the help of DSCP-PHB mapping [NBBB98], [BBCF01], this
quantitative traffic can be allocated a certain amount of node resources. How-
ever, if best effort routing based default paths do not meet the requirements of
requested VPN connections, MPLS can be used to create pinned paths and force
VPN traffic to follow paths that are provisioned with sufficient QoS. In chapter
3 of this thesis, we have proposed the implementation of a Service Broker that
allows users to specify a guaranteed service (i.e. a single quantitative value like
1 Mbps or 2 Mbps etc.) and based on this specification the edge routers estab-
lish VPN connections dynamically and police traffic according to the specified
rate. However, providing guaranteed services exactly as specified by users has
the following limitations:

• Although a deterministic guaranteed service provides the highest level of
QoS guarantees, it leaves a significant portion of network resources on the
average unused.

• It is expected that users will be unable or unwilling to predict load between
VPN endpoints [DGG+99]. Also, from the providers point of view guaran-
teeing exact quantitative service might be a difficult job at the beginning
of VPN-DiffServ deployment [BBC+99].

To address these issues we proposed in chapter 4 that users specify their QoS
requirements as a range of quantitative services [KB00b]. For example, a user
who wants to establish a VPN between stub networks A and D (Figure 5.1), and
is not sure whether he needs 0.5 Mbps or 0.6 Mbps or 1 Mbps, and only knows the
lower and upper bounds of his requirements approximately, can specify a range
0.5- 1 Mbps as his requirement from the ISP when he outsources the service to
the latter. From the resource provisioning point of view ISPs can take advantage
of the fact that as long as the lower bound of the bandwidth is guaranteed the
SLA will be fulfilled, and thus provision the core in a way that gains from the
multiplexing effect. Core provisioning, therefore, is the main focus of this chapter
and complements our earlier work of edge provisioning.

In this chapter, we propose virtual core provisioning in a Service Broker architec-
ture where an edge router selects an explicit route and signals the path through
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the network, as in a traditional application of MPLS. Router interfaces along these
routes are pre-configured to serve a certain amount of quantitative VPN traffic.
A new VPN connection is subject to admission control at the edge as well as at
the hops that the connection will traverse. An acceptance triggers actual config-
uration of edge devices, but only resource state updates of core routers interfaces
in the Service Broker database - hence the naming ’virtual core provisioning’. We
propose an architecture for such provisioning and show various ways to update
the database in order to support VPN connections with range-based SLAs. We
also show how we can exploit range-based SLAs to simplify core provisioning,
make multiplexing gain and guarantee at least lower bounds of bandwidth ranges
even under heavy VPN demand conditions. Simulation results support our claims
and analysis.

5.2 Virtual Core Provisioning Architecture

In DiffServ enabled networks, edge provisioning drives interior (i.e core) provi-
sioning since SLAs are contracted at the boundaries. These are coupled with each
other to a high degree in a way that each has direct influence on the other and
it would not make much sense to offer guarantees only at the edges which are
not met in the interior. Our Virtual Core Provisioning architecture is based on
this principle where edge devices maintain the complexity of provisioning, core
devices require no explicit configuration and advance reservation states at the
core are maintained in a capacity inventory of the Service Broker system. The
architecture illustrated in Figure 5.1 comprises policy based edge provisioning
and capacity inventory of core devices.

In order to provision the interior based on edge provisioning policies, we first need
to know the amount of traffic that would traverse each interior node. Although
provisioning a large network for such quantitative services is a difficult problem,
computation of resources needed for VPN connections at various nodes can be
feasible because of the following facts:

• Both ingress and egress points are known in the case of traffic submitted for
quantitative VPN services. Therefore, the direction of traffic is known and
traffic admitted into the network is governed by edge provisioning rules.

• Routing topology is often known in advance and stored in the Service Broker
database. So, VPN traffic stemming from an ingress node and directed
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towards an egress node traverses through some specific nodes in the interior
network governed by MPLS and route pinning.

In the proposed Service Broker based virtual core provisioning architecture an
edge router selects a MPLS enabled pinned path for a VPN connection. Router
interfaces along these routes are pre-configured to serve certain amount of quan-
titative VPN traffic. A new VPN connection is subject to admission control at
the edge as well as at the hops that the connection will traverse. An acceptance
triggers actual configuration at the edge device, but only resource state updates
of core router interfaces in the Service Broker database. As shown in Figure 5.1,
an explicit path has been setup from router R1 to R2 that traverses core routers
R3, R4 and R8. Each of these core routers is pre-configured to allocate 10, 25 and
15 Mbps of EF marked traffic. If a new stub network, say G (not shown in Figure
5.1), gets hooked up to edge R1 and wants to have a 2 Mbps VPN connection
to stub network D, this connection request will be accepted if edge R1 permits
(core devices R3, R4 and R8 have enough capacity left to support this 2 Mbps
connection). As a result of this acceptance, R1 will actually be configured with
appropriate policing, shaping parameters, but only the current usage value for
the core devices will be updated (9 Mbps for each) in the core capacity inventory.
This inventory only maintains actual pre-configured allocation and the amount
reserved for accepted VPN connections.

Although it may seem that like IntServ or ATM based hop by hop approach, a
VPN session is established by sending a signaling message to reserve resources
for the new flow at each hop along the path, capacity reservation states in the
latter case are actually stored in a Service Broker based inventory and not in the
core routers. Therefore, unlike the traditional IntServ approach, which has the
fundamental scalability limitations because of the responsibility to manage each
traffic flow individually on each of its traversed routers, our virtual provisioning
approach does not suffer from the same problem.

Virtual core provisioning algorithms cooperate with the dynamic edge provision-
ing algorithms introduced in chapter 4 and update of core capacity inventory is
driven by edge policy rules. This, along with the range-based SLA that gives
providers the flexibility to allocate bandwidth between lower and upper bounds
of the range only, makes the proposed Service Broker based virtual provisioning
architecture advantageous to achieve multiplexing gain in the core that is usually
not possible with an IntServ like deterministic approach.



92 CHAPTER 5. EDGE DRIVEN VIRTUAL CORE PROVISIONING

5.3 End-to-End Admission Control

Like edge nodes, only a specific amount of bandwidth will be allocated to VPN
traffic in each interior node. If a VPN connection is accepted at the edge but
does not find enough resources provisioned for quantitative services at any of the
interior nodes along its path, the connection request will be finally rejected.

Based on the earlier discussion we will describe a simple method to estimate
the capacity needed at any interior node to support range-based traffic contract
promised at the edges. Edge driven capacity estimation at the core could have
been simpler if we had used single quantitative values for bandwidth allocation
instead of bandwidth ranges. While range-based SLA offers certain economical
benefits to both customers and ISPs, it also poses some challenges in terms of
implementation. Before discussing the capacity estimation algorithm we first need
to define the following terms:

• e(I, E) denotes an edge pair for a VPN connection originating from ingress
point I and ending at egress point E where I 6= E. If we have total n

boundary points then I = 1, 2, 3, ....n and E = 1, 2, 3, ....n.

• < is the set of all edge pairs in a DiffServ domain, i.e. < ∈
[e(1, 1), e(1, 2), e(1, 3).....e(n, n− 1)].

• IN(i, j) denotes interior routers i’s jth interface where i = 1, 2, 3, .....m and
j = 1, 2, ..ki if we have m interior routers and any interior router i has
maximum ki interfaces.

• <i,j is the set of edge pairs that establish VPN connections which traverse
through interior routers i’s jth interface.

• C(i, j)e(I,E) is the capacity required at interior i’s jth interface for VPN
connections between ingress point I and egress point E.

• θ is the set of interior points in DiffServ domains, i.e. θ ∈
[IN(1, 2), IN(1, 2), IN(1, 3)....IN(m, k − 1m), IN(m, k)].

• θe(I,E) ∈ θ is the set of interior interfaces that are traversed by VPN con-
nections having ingress point I and egress point E.
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IN(1, 1) IN(1, 2) . . . IN(m, k)
e(1, 2) C(1, 1)e(1,2) C(1, 2)e(1,2) . . . C(m, km)e(1,2)
e(1, 3) C(1, 1)e(1,3) C(1, 2)e(1,3) . . . C(m, km)e(1,3)
e(1, 4) C(1, 1)e(1,4) C(1, 2)e(1,4) . . . C(m, km)e(1,4)

.

.

.

.

.

.

.

.

.
. . .

.

.

.
e(n, n− 1) C(1, 1)e(n,n−1) C(1, 2)e(n,n−1) . . . C(m, km)e(n,n−1)

Table 5.1: Generalized Resource Table for End-to-End Connection Admission
Control

Therefore, C(i, j), the resources needed for all VPN connections that traverse
through a router i’s j th interface can be expressed as:

C(i, j) =
∑

<i,j∈<
C(i, j)e(I,E)

This is actually computed from the matrix shown in Table 1. In Table 1, each
cell represents C(i, j)e(I,E). The horizontal labels indicate interfaces of interior
routers and the vertical labels denote ingress/egress edge pairs. Not all cells carry
numerical values since only a few of the interfaces are met by VPN traffic for a
certain edge pair. Therefore, many of the cells will actually contain null values.
Information regarding which interfaces are met by a VPN flow is extracted from
the routing topology database used in the Service Broker.

There are various ways to use this matrix for connection admission and resource
provisioning. This matrix is basically a representation of resources currently
reserved for quantitative traffic at various interior nodes for VPN traffic stem-
ming from edges. For admission control purposes, ISPs can define a similar
matrix where each cell represents an upper bound value C(i, j)upper for quan-
titative traffic reservation. C(i, j)upper can be exactly equal to Cquan as shown
in Figure 4.3(a) or an over-estimated value of Cquan to take advantage of the
multiplexing effect in the interior routers where several connections are bundled
and allocated an aggregated capacity. For example, if in reality CT = 500, and
Cquan = 0.2CT = 100 Mbps for an interior router i’s jth interface, ISP can set
C(i, j)upper = 1.5Cquan = 150 Mbps to gain from multiplexing and knowing the
fact that not all connections will be sending at the highest rate at the same time.
So, setting this value depends on how much risk ISPs want to take.

Whenever a new VPN connection request arrives at an ingress point destined
towards an egress point, all the valid cells (not containing null values) are checked
row-wise for that edge pair. If the capacity at each of the interfaces are sufficient
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,i.e. does not exceed the upper bound values even after being accepted, then with
this acceptance all the cells are updated to show the most recent reservation. In
fact, end-to-end admission can be presented as follows:

if
(
Nshared(i) ≤ Cbase(i)

Cuser min(i)

)

{
compute Cuser(i);
if

(
C(i, j)upper > C(i, j)computed + Cuser(i)

)

for all θe(I,E) ∈ θ

{
accept connection request ;
C(i, j)e(I,E) = C(i, j)e(I,E) + Cuser(i) for θe(I,E) ∈ θ

allocate and provision resources;
}
}

Here C(i, j)computed is the most recent updated value of C(i, j). This is because,
a connection arrival, for example, might trigger changes in existing connections
and if such things happen then C(i, j) is computed taking these changes into
consideration before the end-to-end admission algorithm can decide correctly.
The same algorithm can be repeated for alternate routing paths (also stored in
the topology database) if the default or the MPLS based pinned path does not
satisfy the requirements.

5.4 Cases of Core Capacity Inventory Update

Based on the dynamic edge provisioning policies a new connection arrival or
departure of a connection might require existing connections to reduce current
rates or re-negotiate for possible expansion. Actually, such an arrival or departure
might force several connections to change rates not only at the edges but also
in interior nodes on connection by connection basis. Although this poses some
difficulties, ISPs need to maintain up-to-date interior network state. Here we will
present the possible cases that might happen in a network.

• Case I: A new connection request arrives triggering reductions of existing
VPN connections at the ingress edge.



5.4. CASES OF CORE CAPACITY INVENTORY UPDATE 95

IN(1, 1) IN(1, 2) IN(1, 3) IN(2, 1) IN(2, 2) IN(2, 3)
e(1, 2) - 0 - - - -
e(1, 3) - - 10 - 10 -
e(1, 4) - - 20 - - 20
e(2, 1) 0 - - - - -
e(2, 3) - - 15 - 15 -
e(2, 4) - - 25 - - 25

Table 5.2: Resource Table Before Connection Arrival

IN(1, 1) IN(1, 2) IN(1, 3) IN(2, 1) IN(2, 2) IN(2, 3)
e(1, 2) - 0 - - - -
e(1, 3) - - 9.67 - 9.67 -
e(1, 4) - - 19.33 - - 19.33
e(2, 1) 0 - - - - -
e(2, 3) - - 15 - 15 -
e(2, 4) - - 25 - - 25

Table 5.3: Resource Table After Relinquishing 1 Mbps of Capacity From Group
2

• Case II: A new call arrives which does not cause changes of existing VPN
connections at the edge.

• Case III: A call departs leaving extra capacity at the edge (as unused re-
sources) but the active connections do not need to use any portion of it.

• Case IV: A call departs leaving extra resources for existing connections to
be shared at the edge.

5.4.1 Case I

In such a case, when a new connection request arrives, existing connections of
that group or other group(s) have to reduce their rate at the ingress because of
respective sharing policy. From the resource management point of view reduction
of rates of existing connections do not cause renegotiation in the interior of the
network. Only the new connection negotiates at various interior points between
its ingress and egress point and if it finds sufficient resources at all points then

IN(1, 1) IN(1, 2) IN(1, 3) IN(2, 1) IN(2, 2) IN(2, 3)
e(1, 2) - 0 - - - -
e(1, 3) - - 10.67 - 10.67 -
e(1, 4) - - 19.33 - - 19.33
e(2, 1) 0 - - - - -
e(2, 3) - - 15 - 15 -
e(2, 4) - - 25 - - 25

Table 5.4: Updated Resource Table After Connection is Provisioned
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Figure 5.2: Topology of Network for Example 5.3.1

the request is accepted and the resource table for the interior is updated for this
acceptance. We will present a detailed example of this case that will explain the
analysis and algorithms presented in earlier section.

Consider a scenario as shown in Figure 5.2. In this simple case we have only two
interior routers and four edge routers. For QoS allocation only uni-directional
traffic flow guaranteeing and policing VPN traffic from e1 and e2 towards e3 and
e4 is taken into consideration . Assume that quantitative capacities reserved by
the ISP at various interfaces are as follows:

C(1, 1)upper = 50 Mbps at IN(1, 1)
C(1, 2)upper = 50 Mbps at IN(1, 2)
C(1, 3)upper = 80 Mbps at IN(1, 3)
C(2, 1)upper = 75 Mbps at IN(2, 1)
C(2, 2)upper = 50 Mbps at IN(2, 2)
C(2, 3)upper = 50 Mbps at IN(2, 3)

For this example, however, only C(1, 3)upper, C(2, 2)upper are of interest if we
consider only unidirectional QoS allocation. Consider that at ingress point e1
capacity sharing policies are:

Group 1: Nshared(1) = 6, Cshared(1) = 6 × 1 = 6 Mbps, Cbase(1) = 10 Mbps,
Cuser min(1) = 0.5 Mbps, Cuser max(1)= 1 Mbps and
Group 2: Nshared(2) = 12, Cshared(2) = 12 × 2 = 24 Mbps, Cbase(2) = 20 Mbps,
Cuser min(1) = 1 Mbps, Cuser max(1)= 2 Mbps
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A detailed traffic distribution before the arrival of a VPN connection request in
group 1 (all coming from e1) is:

Group 1: 2 connections towards e3 , 4 connections towards e4
Group 2: 4 connections towards e3 , 8 connections towards e4

At the same time, VPN connections stemming from ingress point e2 and having
egress at e3 and e4 require 15 Mbps and 25 Mbps respectively, lead to the overall
capacity matrix as follows:

C =
e1 e2 e3 e4

e1
e2

[
00 00 10 20
00 00 15 25

]

By extracting relevant data from the topology database for this simple network
the resource table can be easily seen as in Table 2.

Clearly, C(1, 3) = C(1, 3)e(1,3) + C(1, 3)e(1,4) + C(1, 3)e(2,3) + C(1, 3)e(2,4) =
10+20+15 +25 = 70 Mbps. Similarly, C(2, 2) = 10 + 15 = 25 Mbps, and
C(2, 3) = 20 + 25 = 45 Mbps.

An arrival of a request (at e1) in group 1 for a connection towards e3 will allow
this connection and all other existing connections in group 1 to have 1 Mbps at the
ingress because Cbase(1)−Cshared(1) = 10−6 = 4 Mbps and this means that group
1 has not used all its base bandwidth and a new connection can have the maximum
offered bandwidth of 1 Mbps. This, however, reduces the share of each connection
in group 2 to 23

12 Mbps as that group had borrowed Cshared(2)−Cbase(2) = 24−20 =
4 Mbps. Therefore, with the newly computed rates for existing connections and
without taking the new connection request into consideration of computation,
we have: C(1, 3)computed = (2 + 23

12 × 4) + (4 + 23
12 × 8) + 15 + 25 = 69 Mbps.

Also, C(2, 2)computed = (2 + 23
12 × 4) + 15 = 24.67 Mbps. Resource table after

relinquishing 1 Mbps of capacity from group 2 is shown in Table 3.

Now, the application of the end-to-end admission algorithm shows that
C(1, 3)upper > C(1, 3)computed + Cuser(1) and C(2, 2)upper > C(2, 2)computed +
Cuser(1). Therefore, the new connection request is accepted and the resource
table is updated as shown in Table 4.
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5.4.2 Case II

Consider the scenario of the previous example, but assume that before the ar-
rival of a VPN connection request in group 1 (at e1) towards e3 or e4, we have
Nshared(1) = 5 (i.e.Cshared(1) = 5 Mbps) and Nshared(2) = 10 (i.e.Cshared(2) = 20
Mbps). Since no existing connections are modified at the edge, the resource ta-
ble (core capacity inventory) keeping track of interior resources do not need to
be updated before the admission process for the requested connection can take
place. However, the new connection request must check all the appropriate in-
terior points before being finally admitted. Once accepted, the core capacity
inventory is updated.

5.4.3 Case III

This is a case when a call departs and does not trigger changes of existing con-
nections in that group and also in other groups. In the previous example if
Nshared(1) = 10 (i.e.Cshared(1) = 10 Mbps) and Nshared(2) = 10 (i.e.Cshared(2) = 20
Mbps) and a VPN connection departs from group 1, neither group 1 nor group 2
needs to change the rate of active connections. Interior points through which the
connection had been established are detected and the resource table is updated
accordingly.

5.4.4 Case IV

When a VPN tunnel is disconnected leaving extra resources for existing connec-
tions to be shared at the edge, the expandable connections having a rate less
than Cuser max(i) need to renegotiate for possible expansion at each appropriate
interior nodes. To illustrate this we continue to consider an example of case I.
The final state at the edge e1 was:

Group 1: Nshared(1) = 7, Cshared(1) = 7× 1 = 7 Mbps and
Group 2: Nshared(2) = 12, Cshared(2) = 12× 23

12 = 23 Mbps

Obviously, we had the interior resource state as shown in Table 4. Now assume
that a connection departs from group 1. That leaves 1 Mbps of unused capacity
that can be used to expand the existing connections in group 2. For this simple
case although it is quite clear that all the existing connections will be allowed to
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expand to 2 Mbps and we will eventually return to the starting point of example
in case I, there will be cases when not all the connections in a group will find
sufficient resources at each of their appropriate interior nodes to make an end-to-
end renegotiation successful. In such a case connections in the same group will
have different rates. This is because, although the connections in the same group
can have equal resources at the edge, it is very unlikely that connections traversing
through different transit paths in interior network will find equal resources on
the respective path. While some connections may find only minimum offered
bandwidth, others might still find maximum offered bandwidth on an end-to-end
basis.

Therefore, we need to look at each connection individually and apply the end-to-
end admission algorithm of section 5.3 in the same way we had earlier described
it in example of case I. Once again, we first have to decide how to share the
unused capacity and who should have the priority to grab this resource. Such
fairness issues were discussed in detail in [KB00b]. For simplicity, the group
with lowest base capacity has the highest priority.Since the connections might
have varying rates, the capacity consumed by a certain group can be Cshared(i) =
∑Nshared(i)

l=1 Cuser(i,l). Cuser(i,l) is the rate of the l-th connection of group i where l =
1, 2, 3......Nshared(i) and i = 1, 2, 3......N . Some or all of the existing connections
in each group that need to expand are also sorted according to the rate Cuser(i,l).

We will basically consider two cases. First, we need to check the condition(
Cuser(i,l) + Cunused

Nshared(i)
≤ Cuser max(i)

)
. Here, we try to do equal expansion to

all connections regardless of their current rate Cuser(i,l) by offering the addition
of Cunused

Nshared(i)
to each of the connections. The goal, as usual, is to bring the rate

of the expandable connections equal or close to Cuser max(i). Therefore, if the
condition is true, then the connection is considered for possible expansion. But
before we can do that, we have to check if this expansion is permitted along all
the interior nodes between the VPN end points (ingress and egress). Positive an-
swers for all the nodes finally leads to end-to-end expansion. Cunused is updated
as Cunused = Cunused − Cunused

Nshared(i)
.

The second case, if found true, will also lead to similar end-to-end expansion.
It says that even if

(
Cuser(i,l) + Cunused

Nshared(i)
> Cuser max(i)

)
, Cuser(i,l) might be

less than Cuser max(i). This implies that equal expansion might cause the current
rate to exceed the maximum offered rate, but otherwise is less than the maximum
offered rate, and therefore, eligible for end-to-end expansion. So, the connection in
question is expanded to Cuser max(i) and unused resource is updated as Cunused =



100 CHAPTER 5. EDGE DRIVEN VIRTUAL CORE PROVISIONING

Cunused − [Cuser max(i) − Cuser(i,l)]. The end-to-end admission algorithm can be
presented as :

for each ordered group i where i = 1, 2, 3......N

{
compute Cshared(i) =

∑Nshared(i)

i=1 Cuser(i,l)

sort connections l = 1, 2, 3......Nshared(i) according to
rate Cuser(i,l)

for l = 1 to Nshared(i)

{
if

(
Cuser(i,l) + Cunused

Nshared(i)
≤ Cuser max(i)

)

{
do end-to-end admission at interior points
if OK then expand connection to Cuser(i,l) + Cunused

Nshared(i)

Cunused = Cunused − Cunused
Nshared(i)

Nshared(i) = Nshared(i) − 1
}

else if
(
Cuser(i,l) < Cuser max(i)

)

&&
(
Cuser(i,l) + Cunused

Nshared(i)
> Cuser max(i)

)

{
do end-to-end admission at interior points
if OK then expand connection to Cuser max(i)

Cunused = Cunused − [Cuser max(i) − Cuser(i,l)]
Nshared(i) = Nshared(i) − 1
}
}
}

Now let’s go back to the example again. We are to find out what happens if a
connection terminates from group 1. As it can be easily seen, this will make the
resource table look like as shown in Table 3. Now scanning through all the con-
nections of group 2 and applying condition

(
Cuser(i,l) + Cunused

Nshared(i)
≤ Cuser max(i)

)

of the above algorithm (actually doing admission test at each interior point in a
similar way as explained in example of case I) we see that Cuser(2,1) + 1

12 ≤ 2,
Cuser(2,2) + 1

12 ≤ 2, . . . . . ., Cuser(2,11) + 1
12 ≤ 2, Cuser(2,12) + 1

12 ≤ 2. Since
re-negotiations of all connections are successful in the example, the resource table
will finally look like what we have previously seen in Table 2.
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With all the examples in this section we have clearly showed how a core capacity
inventory can be updated based on edge provisioning policies. The four cases
that we have explained with examples outline all possible states that a node
might have with a connection arrival or termination. Although we did not show
by an example how a connection could choose an alternate route in case the
primary route does not meet admission criterion, it is easily understood that the
application of the same end-to-end admission algorithm will produce the desired
result should the latter (i.e. the alternate route(s)) have sufficient resources.

5.5 Simplified Core Update

To maintain exact capacity reservation states of core interfaces the update cases
presented in the previous section require a significant amount of computation
in the Service Broker system and makes the VPN connection acceptance or ex-
pansion complicated in certain situations. In case I, to admit a new connection
existing connections not only reduced rates at edges, but the core capacity inven-
tory was updated for every single connection at the appropriate interfaces. Even
worse, in case IV, existing connections were required to renegotiate for capac-
ity expansion at several core interfaces and a success in renegotiation triggered
several core capacity updates.

Although the purpose of virtual core updates is to make reservations at the core
accurate and consistent with edge provisioning, such complexities can actually be
avoided while still guaranteeing the bandwidth promised at the edge. In fact, we
can simply update the appropriate core interfaces with the minimum guaranteed
bandwidth each time a VPN connection is accepted and release the same if termi-
nated. This is done by taking advantage of the fact that with range-based SLAs
only lower bound capacity needs to be guaranteed and the multiplexing effect in
the core leaves enough room to adopt a more aggressive approach and actually
accommodate more connections than it is possible if Cuser(i) is used for virtual
core updates.

We will explain with an example here before presenting simulation data to support
our idea. Consider a scenario (Figure 5.3) where edge e1 accommodates group 1
requiring (0.5-1) Mbps with Cbase(1)= 3 Mbps. Another edge e2 supports group 2
requiring (1-2) Mbps with Cbase(2)= 6 Mbps. Core router R1 is configured to al-
locate 4.5 Mbps premium traffic. (i.e C(i, j) = C(i, j)upper = 1.Cquan=4.5 Mbps).
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=Cbase(1)  3 Mbps
=Cbase(2)  6 Mbps

Cquan =4.5 Mbps
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e1group 1
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group 2
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group 1:  (0.5 -1) Mbps, 

group 2:  (1 -2) Mbps, 

each 1 Mbps

each 2 Mbps

Figure 5.3: Worst Case Scenario: If all connections send traffic at max. configured
rate some of them might not get minimum guaranteed capacity

=Cbase(1)  3 Mbps
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group 1:  (0.5 -1) Mbps, 

group 2:  (1 -2) Mbps, 

each 0.5 Mbps

each 1 Mbps

Figure 5.4: Heavy VPN Demand: Arrival of more connections make sure that old
connections get at least minimum guaranteed bandwidth
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Currently, three 1 Mbps VPN connections at e1 and another three 2 Mbps con-
nections are active. As we update the core capacity inventory with Cuser min(i)

rather than Cuser(i), each time a (1-2) Mbps connection gets accepted we incre-
ment C(i, j) (for core router R1) with Cuser min(2)=1, and also similarly for (0.5-
1) Mbps connection acceptance. Although the the probability of acceptance in-
creases (i.e blocking probability decreases), in the worst case if all the accepted
connections send traffic at the maximum configured rate at the same time, some
connections might not even get the minimum guaranteed bandwidth.

However, by law of large number, as more connections are accepted at edge, the
probability of each connection getting the minimum bandwidth increases. This is
true in our example where acceptance of 3 more connections of existing types at
both e1 and e2 (destined towards e4 and e5) ensures that every single accepted
connection gets the lower bound of the bandwidth range even in the worst case.
The example is illustrated in Figure 5.4.

5.6 Simulation

In this section, we present simulation results to show the average rate achieved by
accepted VPN connections in a relatively large network under different demand
conditions. Simulation studies presented here obviously consider simplified core
update cases and confirms earlier analysis presented in the previous section.

A recent trend on achieving multiplexing gain relies on the assumptions that
connections (flows) are statistically independent and smoothed by deterministic
regulators at the connections input to the network since statistical characteriza-
tion of traffic sources is not often reliable [BBLO00], [RRR98]. Not surprisingly,
this exactly resembles our case. VPN connections are rate controlled based on
provisioning policies at the provider edge. In fact, many of the results derived
in those will, therefore, be valid in our case too. One interesting result [RRR98]
is: By statistically multiplexing rate controlled (at edge) traffic in the core net-
work the number of accepted connections can be three times higher than that of
Generalized Processor Sharing [PG93], [PG94] or any other deterministic service
discipline [Cru95].

The simulation setup that we consider for our experiment is as shown in Figure
5.5. This network has 10 edge nodes and a total of 14 core interfaces from 3
core routers. Each edge node can accept a maximum of 10 connections from
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e1

group 1:  (0.5 -1) Mbps, 

group 2:  (1 -2) Mbps, 

e6

e7
e8

e9

e10

=Cbase(1)
=Cbase(2)

 5 Mbps
 10 Mbps

Figure 5.5: Experimental Setup for Simulation

each group when sending at the lower bound rate. As there are 10 edge nodes,
a total of 150 Mbps might enter the transit network at a time. Also, since there
are 14 interior interfaces, we configure each interface with 11 Mbps (approx.) on
average.

Figure 5.6 plots the average bandwidth achieved by 20 connections from each
group over a period of 1 hour. During this one hour period 70 connections from
each group were actively sending traffic between a range of minimum and max-
imum allowable bandwidth (i.e 0.5-1 Mbps for group 1 and 1-2 Mbps for group
2) to the network. However, the 40 connections (20 from each group) selected
for plotting were accepted at the edge to send traffic at the highest possible rate
and were actually spraying traffic at that rate (i.e. 1 and 2 Mbps for group 1 and
2 respectively). Figure 5.7 also shows the average of 20 connections (from each
group), but in this case 60 connections from each group were active. Obviously,
the average rate improved slightly in this case. It is important to note that al-
though we provision and update the core with less capacity than that is needed
for maintaining exact core capacity inventory, accepted VPN connections were
receiving almost the upper bound capacity.

One fundamental drawback of deterministic service is that, by its very nature, it
must reserve resources according to a worst case scenario, and hence has limits
in its achievable utilization. To overcome the utilization limits of a deterministic
service, statistical multiplexing must be used assuming that a worst case scenario
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Figure 5.6: Simulation Result 1: Average of 20 connections, total accepted con-
nections 70 from each group
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Figure 5.7: Simulation Result 2: Average of 20 connections, total accepted con-
nections 60 from each group
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will quite rarely occur. The worst case scenario is a bit different in our case.
This might happen when a core interface is configured to support the minimum
guaranteed bandwidth no matter what the edge allocates to accepted connections,
and all the connections start sending at their fullest configured rate. However, as
the number of accepted connections increases, the probability that the worst case
might happen starts diminishing. This is shown in Figure 5.8 where we plot the
average of 30 accepted connections from each group where each connection was
configured with the lower bound capacity at the edge and the number of total
accepted connections during the 1 hour measurement period was 85 from each
group. This also confirms our previous analysis in section 5.5.
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Figure 5.8: Simulation Result 3: Average of 30 connections, total accepted con-
nections 85 from each group

5.7 Conclusion

In this chapter, we have proposed virtual core provisioning in a Service Broker
architecture for QoS enabled VPN connections. As users of such connections are
unable or unwilling to predict load between the VPN endpoints, we proposed
in chapter 4 that customers specify their requirements as a range of quantitative
values in the Service Level Agreements (SLAs) for VPN connections. This chapter
shows how we can exploit range-based SLAs to simplify core provisioning, make
multiplexing gain and guarantee at least lower bounds of bandwidth range even
under heavy VPN demand conditions. Simulation results support our claims and
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analysis.

In our virtual core provisioning architecture, an edge router selects an explicit
route and signals the path through the network, as in a traditional application
of MPLS. Router interfaces along these routes are pre-configured to serve certain
amount of quantitative VPN traffic. A new VPN connection is subject to admis-
sion control at the edge as well as at the hops that the connection will traverse.
An acceptance triggers actual configuration of edge device, but only resource
state updates of core routers interfaces in the Service Broker database. Other
works that propose guaranteed services without per flow provisioning at core are:
[SZ99], [SSZ98], [CK00], [ZDGH00]. However, all of them consider short-lived
flows while VPN connections in our case are usually rate-controlled long-lived
flows that are often provisioned for larger time-scale.

The centralized SB in its role as a global network manager maintains information
about all the established real-time VPN tunnels and the network topology, and
can thus select an appropriate route for each real-time connection request. If a
pinned path or pre-selected alternate routes fail to reserve requested resources for
a VPN connection, QoS routing can then be used efficiently. Since the objective
of any routing algorithm is to find a qualified path with minimal operational
overheads, a centralized SB based QoS routing might be very effective. This is
an issue we have not addressed and can be a future research topic.
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Chapter 6

Capacity Reservation in

Multi-Domains

The Service Broker implementation in chapter 3 and its enhancements in chapter
4 and 5 to dynamically provision edge and core bandwidth consider providing
such services only in a single provider domain. However, many of the ultimate
customers might actually want to extend Virtual Leased Lines (VLLs) up to the
periphery of other providers. In this chapter, we describe the implementation of
a Bandwidth Broker (BB) that uses simple signaling mechanism to communicate
with other cooperative Brokers to enable customers to dynamically create VLLs
over multiple Diffserv domains. QoS configuration is a subset of a Service Broker’s
functionalities. In this chapter, we call the automated broker as Bandwidth Broker
since we are essentially dealing with only with QoS, i.e bandwidth.

6.1 Introduction

To take advantage of the new DiffServ technology Bandwidth Brokers that can
dynamically create VLL on demand have been proposed in [NJZ99], [Sch98]
and refined in [TWOZ99], [Tea99]. New Bandwidth Broker models based
on the existing architectures have also been proposed in [KBG00], [KB01a],
[MlCPT00], [ZDGH00] and several implementations have been reported in
[KBG00], [TWOZ99], [Tea99], [KB00b]. Most of these implementations of Band-
width Brokers have the following characteristics in common:

109



110 CHAPTER 6. CAPACITY RESERVATION IN MULTI-DOMAINS

• They are mostly responsible for a single Diffserv Domain. The Bandwidth
Brokers are capable of advance or immediate reservation only in the domains
they maintain.

• All the concepts propose policing users traffic at the ingress edge only.
Except [KB00a] most of the BBs do not consider interior provisioning. Also,
we addressed this issue in chapter 5.

• Almost all except [KBG00], [KB01a] and [KB00a] rely on RSVP for both
intra-domain and inter-domain signaling.

While the existing Bandwidth Broker implementations do not yet have mech-
anisms to communicate with other neighboring domains, they mostly propose
modified RSVP or similar mechanisms as the method for both inter-domain and
intra-domain signaling. Although both of these have the potential to be inte-
grated in the future advanced Bandwidth Brokers, at the moment when there are
core Service Level Agreements (SLAs) and resource provisioning issues yet to be
solved [BBC+99], they (i.e. the use of RSVP like signaling) might further compli-
cate implementation issues and delay easy and rapid deployment. For example,
as mentioned in [Sch98], for resource reservation over a Diffserv network using
such Bandwidth Brokers, both sending and the receiving hosts need to be present
during reservation and also during the period the reserved interval starts. In
reality, the sender or receiver might not even exist during the reservation process.

In this chapter, keeping this in mind, we present a simple approach to make
advance reservations in the absence of senders or receivers in a multi-domain
scenario. Rather than using RSVP in inter-domain signaling to reserve capacity
across domains, we use a novel method to identify domains, and hence the Band-
width Brokers that are responsible for maintaining them. Section 6.2 presents
basic components and ingredients for making reservations over several Diffserv
domains with Bandwidth Brokers. Section 6.3 describes implementation archi-
tecture and the components in that architecture. In section 6.4, we describe
operational details and system flows of the BB, and in section 6.5 we clarify the
operational details by presenting some real examples. Finally, in section 6.6, we
conclude this chapter with a summary and future research directions.
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6.2 End to End Capacity Reservation

6.2.1 An Example Scenario

Although in chapter 2 we have discussed DiffServ and its applications in details,
let us review how this applied in multi-domain scenario. This will help us to
identify the additional functionalities required to make the earlier prototype SB
of chapter 3 work in multi-ISP environment.
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Figure 6.1: Capacity Reservation across Multiple Diffserv Domains

Consider the scenario as shown in Figure 6.1. The domains are Diffserv [BBC+98]
enabled and under different administrative control. This means that if stub net-
works C or D in domain 1 want to establish VLLs with stub network A in the
same domain or with stub network E in domain 2, traffic entering domain 1 is
classified and possibly conditioned at the boundaries (edge router 2) of the net-
work, and assigned to different behavior aggregates. Each behavior aggregate
is identified by a single DS codepoint (DSCP for EF). In the interior (and also
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egress) of the network, with the help of DSCP-PHB mapping certain amount of
node resources can be allocated for this quantitative traffic.

6.2.2 Functions of Bandwidth Broker in Multi-Domain

In the example above if the administrative control of each ISP is given to an
automated system like a Bandwidth Broker, its responsibilities will be :

• Check request validity. In the example, for the VLL over domains, BB 1
needs to check the validity of stub network A’s request and BB 2 needs to
check the request of ISP domain 1.

• Perform admission control in its domain. In a simple case, this can be only
checking resource availability at the border routers as these are the obvious
points that will traversed by a VLL connection. In a more advanced case
this can be checking resource availability at all the routers along the path
from ingress towards egress.

• Coordinate with other separately administered Bandwidth Brokers. In the
example, Bandwidth Broker 1 will need to signal to Bandwidth Broker 2
for resource reservation on behalf of the stub network A. If there are several
ISP domains each managed by such Brokers, the job of this coordination
also means identifying the right domains and corresponding brokers for a
certain resource allocation request (RAR).

• Configure ingress router of its domain if a request is accepted. Configuring
ingress router means dynamically marking the traffic as EF and policing to
limit the volume of traffic.

The simple Service Broker implementation in chapter 3 addressed all these issues
except the signaling mechanism required for coordination with other Brokers to
make dynamic VLL reservation over multi-DiffServ domains.

6.2.3 Service Level Agreements

Service Level Agreements are generally contracts between network service
providers and their customers to guarantee particular quality of service levels
for network performance. SLAs exist between a customer and its provider (called
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intra-domain or customer-ISP SLA) and also between two providers (called inter-
domain or inter-ISP SLA).

A customer normally has a contract with the local ISP regarding the maximum
amount of traffic he can send or receive for a VLL service. Such customer-ISP
SLA, however, does not automatically guarantee that a customer will always
receive the service upon request - it only indicates the upper limit of the request
and successful reservation of the requested VLL depends on admission tests at
different points along the VLL. Referring to Figure 6.1, if a customer wants to
establish a VLL between stub network A and C, an intra-domain SLA would
suffice. However, for a VLL to be established between stub network A and B and
inter-domain SLA between domain 1 and 2 must be in place. Based on inter-
domain SLA the sending domain can send a maximum, say X Mbps aggregated
traffic, to a receiving domain, and ensures that it does not send more than X Mbps
by shaping at the outgoing interface connected to receiving domain. The receiving
domain polices the incoming traffic at the ingress router’s inbound interface to
make sure that the sending domain does not send more than X Mbps. As shown
in Figure 6.2, domain 1 aggregates all the individual requests and shapes them
to 10 Mbps at router R2’s outgoing interface and domain 2 sets a policing rate at
router R3 incoming interface so that no more than 10 Mbps can enter its domain.
This is the inter ISP SLA between domain 1 and 2. It can be assumed that the
interior of the receiving domain is QoS rich (pre-provisioned to support enough
EF marked traffic) and 10Mbps traffic will be transported to various destinations
where those destinations could be in the receiving domain (for example, a stub
network connected to R5) or domains connected to it (for example, domain 3 or
4).

6.2.4 Service Provisioning and Call Admission Control

For the establishment of a new VLL, the Bandwidth Broker needs to determine
the resources required for quantitative VLL traffic at each node along its path
from ingress to egress. Although an ISP naturally knows from the SLA the
amount of quantitative VLL traffic that will enter the transit network through a
specific edge node, this volume cannot be estimated with exact accuracy at various
interior nodes that will be traversed by VLL connections. However, known routing
topology and ingress-egress points can help in the estimation process, and hence
in admission control decision. For simplified provisioning and admission control
we assumed the following:
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Figure 6.2: Illustration of Inter ISP Service Level Agreements

• Pre-configure interior and other border routers with scheduling mechanism
like Priority Queuing (or CBQ, WFQ) so that traffic marked as EF are
served by high priority queue.

• Traffic follows a known path.

If the domain is QoS rich, for a simple model it might suffice only to perform CAC
at the edge points. For a more sophisticated model, considering the necessity of
interior provisioning the BB may also check the availability of resources at the
interior points that would be traversed by a VLL. In such a case, virtual core
provisioning [KB00a] might be suitable that only requires a capacity inventory of
interior devices to be updated based on VLL connection acceptance, termination
or modification. This can be best explained if a Diffserv domain (or collection
of domains) is viewed as One-Way IP super-highway (Figure 6.3).This highway
can be imagined as serving EF marked traffic only and ISP knows the maximum
traffic that can pass through specific nodes as those nodes are supposed to be
pre-provisioned.

6.2.5 End-to-End Signaling

A user sends a request to the Bandwidth Broker that maintains the user’s ISP
domain. The request contains source and destination addresses and also the
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Figure 6.3: Provisioning of the Diffserv Networks Viewed as One-Way IP Super-
Highway.

requested bandwidth. While the source naturally resides in the stub networks
attached to the ISP’s network, the destination might well be in the stub network
that is attached to another ISP’s domain. That domain might not be the final
domain and there might be one or more domains in between. If both the source
and destination addresses are in the stub networks of the same ISP domain, the
Broker that maintains the domain can find the ingress and egress routers by
some simple lookup in the various Broker related databases (explained in the
next section). The Broker performs admission control at the points (ingress and
egress) before deciding whether the request should be granted or not. If the
destination is in another domain other than the source domain, then the Broker
must identify the followings:

• the domain that has the destination stub connected to it.

• intermediate domains (if any) that will be traversed by VLL connection if
the request is accepted.

Before we investigate the above two issues it would be useful if we give a brief
overview of Resource Allocations Requests.
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BB Resource Allocation Request Format

A Resource Allocation Request (RAR) may come from an individual user to a
BB or from one BB to another neighbor BB. We call the first one intra-domain
RAR while the latter one is referred as inter-domain RAR. Their formats are:

• intra-domain RAR: To setup a new VLL this request contains user id
and password, source and remote addresses of the VLL to be established
and the bandwidth required for it:

newflow -u userid -p password -s source -d remote -b bandwidth

• inter-domain RAR: Inter-domain RAR is automatically generated by a
broker when it detects that the remote address indicated in the request is
not attached to its domain. The request is then sent to another neighbor
domain. Since the actual requester is a domain broker, the recipient broker
needs to check its validity as an inter-domain request.

newflow -bb brokerid -p password -s source -d remote -b bandwidth -tbb

final domain

Domain Identification

A scalable and simple way for each Broker would be to send boundaries of the
domain that it maintains to other cooperative domains. By boundaries we mean
the IP addresses of the edge devices. Let us consider domain 1 and 2 in Figure
6.4 where each of the domain is actually constituted from several edge devices.
All these edge devices have unique IP addresses. If we can identify an edge
router by the destination IP address in the RAR, then we can readily identify the
domain, and hence the Bandwidth Bandwidth Broker that represents the domain.
For example, when a user wants to establish a VLL to send traffic from any of
the stub networks 7.7.x.x to one of the sub networks 5.5.x.x, Broker BB1 can
easily identify that it has to finally communicate with BB7 by reading a domain
identification database.

Bandwidth Broker Message Forwarding

When the Bandwidth Broker identifies the Final Broker there might be one or
more intermediate Brokers that need to be contacted as well for end-to-end ca-
pacity reservation. How does Broker (first Broker or any intermediate Brokers)



6.3. MULTI-DOMIAN BB IMPLEMENTATION 117

7.7.1.100 8.8.1.100

9.9.1.100Domain 1
(BB1)

Stub
Networks

Bandwidth
Broker

4.4.1.100 5.5.1.100

6.6.1.100

(a) (b)

Domain 7
(BB7)

7.7.0.0           BB1
8.8.0.0           BB1
9.9.0.0           BB1
4.4.0.0           BB7
5.5.0.0           BB7
6.6.0.0           BB7

(c)

Figure 6.4: (a) Domain 1 (b) Domain 2 (c) Domain Identification Database

determine the next appropriate Broker when there are several neighbor Brokers
and a VLL needs to established over several domains? In the previous example
the VLL needs to be established over domains that are managed by BB1, BB2
and BB7. If each Broker knows the neighbor brokers and by exchanging that
information every Broker can build a message forwarding table as shown in Fig-
ure 6.5(c) and 6.5(d). From the table it is obvious that BB2 is the intermediate
broker that needs to contacted first by sending an Inter-domain RAR from BB1
before BB2 finally sends another inter-domain RAR to BB7 on behalf of BB1.

6.3 Multi-Domian BB Implementation

6.3.1 Layered Implementation Architecture

Based on the requirements for end-to-end capacity reservation the Bandwidth
Broker has been developed to dynamically establish VLL on customer’s request.
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Our earlier analysis and functional requirements of BB resulted in a four layer im-
plementation architecture of Figure 6.6. The top layer is responsible for validating
both intra- and inter-domain requests. The two middle layers are composed of
several databases that are invoked for admission and signaling purposes of valid
requests. The bottom layer decides and configures edge routers based on process-
ing of requests in the three above mentioned layers. In the subsequent sections
we will describe the components of these layers.

6.3.2 The Databases of the Bandwidth Broker

Of the several databases that are required for a Bandwidth Broker to work in
multi-ISP scenario some of them have already been discussed in chapter 3. They
are:

• customer-ISP SLA database: <User ID, Password, Maximum BW in
Mbps, Source Stub Address, Remote Stub Address>
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• interface database:< stub network, edge router, generic router name, in-
bound interface, out-bound interface >

• connection database: <user id, source address, VLL ID, rmt address,
bandwidth, activation time>

• edge resource database:< edge router, CTOTAL, Callocated >

• VLL ID database:< edge router, Tunnel ID, Status >

The additional ones necessary for two BBs from two different domains to com-
municate and exchange SLAs are:

The inter-ISP SLA database is invoked by a domain when it receives inter-
domain RAR. By doing so the receiving domain can check the validity of the
request sent by the sending domain. Here this validity means identification of
the sending domain and the maximum amount of bandwidth it can reserve on a
certain edge interface in the receiving domain that is directly connected to it.
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<Domain ID, Domain Password, Maximum BW>

The BB Neighbor Database holds records of neighbor Bandwidth Brokers
IP addresses as well as IP address of the router interfaces (both in-bound and
out-bound) that interconnect the peer domains.

< Neighbor BB, InsideInterface, OutsideInterface >

The Domain Edges (or Identification) Database holds records of the net-
works that reside at the periphery of a domain. Its purpose is described in details
in the previous section. An example entry of this database is also shown in Figure
6.4.

< Stub Network, BB >

The BB Message Forwarding Database contains next hop BB’s IP address
to send resource allocation request to final Remote Bandwidth Broker.

< Remote BB, NextBB >

6.3.3 CAC Manager and Configuration Daemons

CAC manager is part of functional engine of BB that basically invokes the
databases described above and decides whether an incoming request can be
granted resources or not by performing simple admission control (as described
in chapter 3) at various network nodes. Configuration Daemons are intelligent
provisioning agents that are able to translate user requests and BB generated
pseudo rules into device specific rules to configure the routers/switches since we
might have several different devices from various vendors.

6.3.4 Inter-domain Signaling

From earlier sections we have seen that a Bandwidth Broker not only receives
RARs from a customer of its own domain or other BBs, but also sends RARs to
neighbor BBs. Therefore, we have designed a Bandwidth Broker that consists of
server and a client Socket program. When a Broker’s Server receives a request
from a client and finds itself to be the final destination BB it can convey the
CAC decision back to the client, otherwise the Server tells the client of that
Broker to talk to the appropriate neighbor Broker’s server. So, there is a chain
of communications which are handled by client-server concatenations. This is
shown in Figure 6.7.
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Figure 6.7: Client-Server Concatenation for Inter-Domain Signaling

6.4 Operational Details and System Flows

Similar to chapter 3, we describe the system flows of VLL connection establish-
ment or termination in both intra and inter-domain cases. Although intra-domian
QoS-VPN activation was discussed in chapter 3, the interactions with the system
databases are different.

6.4.1 Dynamic VLL Establishment

Figures 6.8 and 6.9 show all the communications involved in setting up a VLL
connection between two stub networks or simply between an originating host and
a remote host. Both intra and inter-domain cases are explained. Although an
intra-domain scenario is not the focus in this chapter, yet we describe it because
its similarities in system dynamics with an inter-domain case, and many of the
communications involved in an intra-domain scenario are actually repeated in
the latter one. We will start describing the operational details by referring to the
communications marked on Figure 6.8. Considering each communication in turn:

- 1) A user sends a VLL connection request message to the BB via http or
other interfaces able to communicate to the BB server.

- 2,3) The BB contacts the customer SLA database that is responsible for
validating the user and his request. If the user is identified correctly, his
source and remote address conforms the contract, and also the bandwidth
requested is less than or equal to the agreed traffic contract, it proceeds
further.
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- 4,5) The BB contacts the configuration daemon to check its status. The
status can be busy, available, or down. Only in the case of availability the
user request can be processed further.

- 6,7) The BB contacts the connection database to check the existence of an
exactly similar VLL. This is because for a source and destination pair only
one VLL can remain active.

- 8,9) The BB reads domain edges database to find out whether the VLL is
needed to be created only in the domain under its supervision or might well
span over other autonomous domains.

Intra-domain VLL Setup

If (Figure 6.8(a)) the BB finds that both source and destination are in the same
domain,i.e. the VLL is needed to be created over a single domain, it proceeds as
follows :

- 10,11) The BB reads the interface database to find out ingress and egress
edge routers. One or both are configured depending on a traffic contract.

- 12,13) Once the edge routers are detected from the interface database the
BB communicates with the resource database and performs admission con-
trol on certain router interfaces to allocate a VLL of the requested amount.
It might perform admission control on only the appropriate edge router
interfaces or even on the interior routers interfaces that can be detected
from the topology database. The resource database responds to the BB
and either allocates the resource or denies based on resource availability.

- 14) The BB tells the configuration daemon to create appropriate configu-
ration scripts. It is to be noted that a configuration script is created only
for the ingress edge router because this is the only router that is configured
to mark and police the incoming traffic. In the case of double edged SLA
the egress router is configured as well for allocating QoS in the other direc-
tion. In the meantime, the resource and the connection database update
their records. Another point to note is that the BB also fetches a VLL ID
from the VLL ID database that is unique for each VLL and needed while
configuring the router. The new connection request data is appended to the
connection database and the VLL ID that has just been allocated from the
VLL ID database is marked as used.
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- 15,16) The CD puts a busy signal on itself and creates the routing scripts.
It then sends configuration scripts to the routers. The routers send signals
to the CD.

- 17,18) The CD removes the busy signal from itself and sends acknowledg-
ment to BB which sends a notification to the user.
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Inter-domain VLL Setup

In the case a VLL (Figure 6.8(b))is supposed to be established over several Diff-
Serv domains the BB follows the steps described below:

- 10,11) Once the final destination domain has been determined the Band-
width Broker finds out the next hop BB by reading the BB Message For-
warding Database. Now a search in the BB Neighbor Database gives current
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domain’s outgoing interface towards the next hop BB. The BB also fetches
the appropriate ingress router interface from the interface database.

- 12,13) These steps are similar to the steps 12 & 13 in the previous case.
As the BB now knows the ingress and egress router interfaces, it performs
admission control on those interfaces.

- 14) A positive CAC response leads to sending an inter-domain RAR to the
next hop BB.
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Next Hop BB as Final BB

If the next hop BB finds that the destination stub is in the domain maintained
by it, the following steps are followed (Figure 6.9(a)):

- 15,16) Upon receiving an inter-domain RAR the next hop BB contacts
inter-ISP SLA database to check the validity of the request.

- 17,18) It reads the BB Neighbor and interface databases to identify ingress
and egress interfaces.
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- 19,20) BB contacts the resource database and performs admission control
on the previously identified ingress and egress interfaces.

- 21) The BB sends CAC decision to the sender BB.

- 22-26) If the response received by the sender BB is positive then it contacts
the appropriate configuration daemon to configure the ingress edge router.
These steps are essentially the same like what we have seen in steps 14-18
in the intra-domain case.

Next Hop BB as Intermediate BB

The behavior of an intermediate BB is similar to that of a final BB with the
exception that this one generates an inter-domain RAR based on positive CAC
response from the resource database . The RAR is sent to the next BB which
might be another intermediate BB or a final one. Figure 6.9(b) illustrates this
case.

6.4.2 VLL Termination and VLL Request Rejection

The VLL termination process involves the followings:

- The VLL connection entry is deleted from the connection database of the
origin domain. Only the ingress edge router is configured to reflect the
connection release.

- The resource databases are updated in all the domains that are traversed by
the VLL, i.e. as resources are released Callocated is update as Callocated +Cvll

where Cvll is the capacity of terminated connection.

A VLL request is rejected if

- the user’s SLA profile does not match in the origin domain, or in the case
when inter-domain RAR is sent from one domain to the next neighbor
domain but interISP SLA profile of ISP that sends RAR does not match in
the received domain.

- VLL connection already exists in the connection database of the origin
domain.

- Admission control fails in any of the domains that are traversed by the VLL.
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Figure 6.10: Experimental Setup for Demonstration of Dynamic VLL Creation
over Multiple Domains

6.5 Examples of Dynamic VLL Setup

The topology we used to run some experiments over the public SWITCH [SWI]
network between Bern and Geneva is shown in Figure 6.10. We have two domains
with several end-systems that have private addresses and all these machines are
connected to routers having public IP addresses. The domain in Geneva is rep-
resented by Broker 130.92.65.29 and the domain in Bern is managed by Broker
130.92.65.40. We also statically created VPN tunnels between these private stub
networks so as to allow transparent connections between them. A Bandwidth Bro-
ker is only expected to dynamically configure the ingress edge router assuming
that the routers along the way from source to destination have been pre-configured
with CBQ or WFQ.

Based on the setup as shown in Figure 6.10 we will now explain how a VLL
is established over several Diffserv domains (Figure 6.11, 6.12). Assume that
user ibrahim plans send traffic from 172.17.0.103 to 172.18.0.100. The broker
130.92.65.40 receives the request as: newflow -u ibrahim -p ****** -s 172.17.0.103

-d 172.18.0.100 -b 3. As the Broker realizes that 172.18.0.0 is in domain Geneva
it performs admission control in its domain (i.e. at 130.92.66.1) and then sends
an inter-domain RAR to 130.92.65.29 in form of newflow -bb 130.92.66.29 -p

****** -s 172.17.0.103 -d 172.18.0.100 -b 3 -tbb 130.92.65.29. When the broker
130.92.65.29 receives this request it knows that the request has come from another
neighbor Broker (because of the tagging -bb) and therefore checks the interISP
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Figure 6.11: An example of VLL Setup in Multi-Domain Scenario.

SLA database to check the validity of the request. The Broker also identifies
that 172.18.0.0 is located in the stub network attached to its domains since this
is the final domain (from -tbb 130.92.65.29). While running trough the steps
as described in the previous section it identifies the ingress and egress router
interfaces to be 129.194.8.2 and 172.18.0.1, performs admission control on those
and finally conveys the decision to the sender Broker 130.92.65.40. Upon receiving
the decision Broker 130.92.65.40 talks to the VLL ID database to pick up an ID,
configures the edge router 130.92.70.101, and then conveys an acknowledgment
back to the user.

6.6 Conclusion

In this chapter we have described the implementation of a Bandwidth Broker
that uses a simple signaling mechanism to communicate with other cooperative
Brokers to enable customers to dynamically create VLLs over multiple Diffserv
domains. We have presented a simple approach to make advance reservations in
the absence of senders or receivers in a multi-domain scenario. Rather than using
RSVP or COPS in inter-domain signaling to reserve capacity across domains, we
used a novel method to identify domains, and hence Bandwidth Brokers that are
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responsible for maintaining them. A detailed implementation of the system and
its operational details and some practical examples show how a simple resource
reservation can be made dynamically over several cooperative Diffserv capable
domains. Further simulation work might be useful to examine the scalability and
effectiveness of our approach and is a topic of future research.



Chapter 7

Intelligent Provisioning in

Large Networks

The Service Broker implemented in chapter 3 to dynamically configure and man-
age QoS-VPNs uses simple push-based configuration delivery mechanism where
configuration is generated first from a policy template and then loaded to the
network devices using agents. However, using a simple push-based model to con-
figure network services while ignoring dependencies among configuration elements
may easily lead to configuration inconsistencies resulting in failure or inefficien-
cies. In this chapter, we have taken a new approach to configuration modeling
that is device neutral and based on which any emerging IP services can be pre-
sented by encapsulating service semantics, including service-specific data. We
have developed new mobile intelligent provisioning and audit agent architectures
that use the knowledge built upon configuration dependency modeling. To fully
exploit the benefits of intelligent agents we propose a novel distributed architec-
ture where highly mobile and intelligent agents can take the responsibilities of not
only provisioning, but also configuration audit management in a timely fashion.
Although recent research have focused on using mobile agents for network mon-
itoring or simple push-based device configuration in a distributed architecture,
their ability have not been exploited in dynamic IP service provisioning. Exam-
ples of intelligent agent are presented to complement the proposed management
architecture.

129
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7.1 Introduction

In large scale Internet service deployment scenarios Internet Service Providers
(ISPs) and large enterprises often face the daunting task of provisioning huge
number of network devices in a short period of time and continue ongoing device
management. Manual provisioning methods and manual element interconnection
across multiple discrete elements leaves a high margin for errors. Carriers and
service providers are, therefore, looking to migrate from manual, static provision-
ing models to the more dynamic service-oriented automated provisioning models
to meet customer demands for rapid service turn-up and obtain more customers
and maximize revenue opportunities.

Existing Network management architectures ([MFZH99]) deploying SNMP
[Sta98] as the management protocol do not really fit well to suit the needs of
automated provisioning in a large scale environment due to some well known lim-
itations. Not only the centralized approach of SNMP has severe scalability limi-
tations, but it is also a less powerful tool for making modifications to the network.
SNMP Management Information Base (MIB) implementations for emerging ser-
vices like IPSec [KA98], MPLS [FWD+01], DiffServ [BBC+98] do not even exist
in most vendors equipments to enable SNMP set command for dynamic configu-
ration. Attempts have been made ([Slo94], [KK95], [LMB97], [KLMB96],[SA98])
to address the scalability problem by decentralizing processing and control to
distribute processing load and reduce the traffic around the management sta-
tion. Most of the efforts have been made by using intelligent and mobile agents
[HB99] that are able to perform management functions by carrying code, instruc-
tions,data and executing tasks on any network node. However, while addressing
only scalability issues the vast majority of these agents [PT99], [BGP97], [GY98],
[CCLM99], [BPW98], [EDB99], [Gün01] have been mainly used in traffic analysis,
fault management, network monitoring and performance management.

Despite of the ability of mobile agents in numerous fields, in the area of network
device configuration management [CDF+95], [BCS00], [SA98] and automation
they have played only a limited role. In this regard, they mostly have been found
up-loading management scripts that were compiled at machines hosting agents
[SQK00]. The Service Broker implemented in chapter 3 to dynamically configure
and manage QoS VPNs uses simple push-based configuration delivery mecha-
nisms. In reality, many of the dynamically created services at least partially
depend on the current configuration states of the target devices. Using a sim-
ple push-based model to configure network services while ignoring dependencies
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among configurations elements may easily lead to configuration inconsistencies
resulting in failures or inefficiencies. This often neglected but important issue of
configuration modeling was however addressed in [YKF00] with limited use in
useful and complex IP service creation.

In this chapter, we have taken a new approach to configuration modeling that
is device neutral and based on which any existing or emerging new IP services
can be presented in abstract form by encapsulating service semantics, including
service-specific data. We have developed a new intelligent mobile provisioning
agent architecture that uses the knowledge built upon configuration dependency
modeling. We have also proposed a hierarchical look like high level network man-
agement architecture that has a central policy and data repository and deploys
several intelligent agents playing the role of managers. The agents can take the
responsibilities of not only provisioning but also perform ongoing device manage-
ment often termed as auditing. The basic objective of audit management is to
ensure that the expected configuration as stored in the policy repository is equiv-
alent to the actual configuration in a physical device. This is necessary because
accidental manual mis-configuration or configuration performed by any external
process other than the automated system can easily result in unexpected behav-
iors of network devices. Intelligent audit agents periodically sent to visit network
devices have procedures in place to reestablish lost service. Several real world
examples of intelligent provisioning are presented to show the applicability of our
approach.

7.2 Provisioning Requirements in Large Networks

As new IP services like VPN, QoS, MPLS are emerging, and network manage-
ment getting more complex, the growing trend among corporate customers is to
out-source such complicated management services to Internet Service Providers
(ISP). They now see challenges in deploying and managing the network services
efficiently and cost effectively while meeting the demands of customers. It is not
unlikely that a single ISP might need to timely manage thousands of network de-
vices. The effective way to meet such challenges is to provide automated service
provisioning. While we addressed this issue of automation by implementing Ser-
vice Brokers in previous chapters, we realize that in a large-scale environment the
ability of the system to process a large number of transactions is enhanced using
multi-threading in service components. Managing devices not only means one
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time service activation for customers, but also providing ongoing device manage-
ment often termed as audit management. Ongoing device management is needed
for several reasons such as:

• Services configured by human administrators many lead to mis-
configuration or cause conflicts with existing services activated via auto-
mated systems.

• If network devices crashes due to power failure or for some other reasons,
valuable configuration information that were thrown into the devices might
well be lost partially or fully.

• One can not rule out the possibility of an inside or outside intruder changing
some configuration settings.

In summary, configuration performed by any process other than automated sys-
tem can easily result in malfunctioning of the managed services in network de-
vices. If the Service Level Agreement (SLA) states that should any such problem
occur that it would deal within x minutes of the occurrence, then the automated
system would need to send a delegated entity capable of fixing the problem in a
time period close to x. That delegated entity, if we term that as an intelligent
agent, should have the knowledge and ability to perform audit management in an
appropriate manner. Such agents will need to understand the complete depen-
dencies in a configuration storage of a network device while provisioning a new
service or modify an existing one.

7.3 Distributed Provisioning and Audit Architecture

The proposed hierarchical look-like network management architecture shown in
Figure 7.1 addresses the provisioning requirements mentioned above in a large-
scale environment. In such an environment, with a large number of different types
of network devices, service providers will need to deploy a network architecture
that can use a huge number of automated agents acting as managers to provision
and perform on going device management and provide distributed management
access to the large number of potential customers that want to create and mod-
ify services dynamically on demand. The proposed architecture simply aims to
achieve this. It comprises several management interfaces, a central repository
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system with agent communicator, and several service provisioning agents mainly
performing the role of managers. Having several management interfaces not only
facilitates dynamic service creation by the customers that out-source services to
ISPs, but also allows several system administrators to manage a large enterprise or
ISP network from a network operations center or distributed locations.The agent
coordinator performs no management tasks, but only delegates service requests
to the provisioning agents. Therefore, the agent coordinator does not become the
processing bottleneck.

..........

........

Distributed Management Access

Network

Distributed

Central Repository, Agent Coordinator

  Large 

Provisioning and
Audit Agents

Figure 7.1: Distributed Provisioning and Audit Architecture

The service-specific intelligent provisioning agents build a generic service environ-
ment to enable customization of service creation and control of network resources.
By encapsulating service semantics, including service-specific data and the logic
to interpret the data in service provisioning agents we can provide an abstract
network interface, separating services from the underlying network. As shown
in Figure 7.2, these agents are able to translate user requests and pseudo rules
extracted from data/policy repository into device-specific configurations to auto-
mate service provisioning process.

By using intelligent provisioning agents we address both the scalability problem



134CHAPTER 7. INTELLIGENT PROVISIONING IN LARGE NETWORKS

Policy repository

Service Request

further data
processing

Devices

Functional Engine

Agents Space

Pseudo rules and

device specific rules

Agents carrying 
intelligent code and 

Figure 7.2: Intelligent Provisioning Agents Carrying Code and Device Specific
Rules

and the lack of ability of traditional network management approaches to auto-
matically provision a very large network. The scalability problem is well handled
by the agents’ ability to decentralize processing and control, and, distribute pro-
cessing load to reduce the traffic around the management station. Provisioning
agents are able to filter and process data locally at the network nodes without
the need for transmission to the Top Level Manager (TLM) like agent coordi-
nator. In fact, traditional distributed management architectures ([MFZH99] do
not help much to alleviate the scalability problem as the management repository
is partitioned and replicated, and thus another protocol is required to maintain
the consistency of distributed repositories. Unfortunately, perfect consistency is
impossible to achieve making such approach less effective in time-sensitive dis-
tributed provisioning.

In this architecture, by using mobile agents we have not only provided decen-
tralization, but by embedding intelligence we have also added dynamism to the
agents that are able to perform configuration and audit even in hostile situa-
tion when actual device state might be different from expected device state. We



7.4. CONFIGURATION MODELING OF NETWORK DEVICES 135

build intelligent provisioning agent as an autonomous software entity embedding
mobile code and configuration data that has the capability of moving itself in
the network and executing onto specific network nodes. On a network node,
the provisioning agent can analyze and retrieve local configuration information,
install and execute code, take decisions, thus leading to fully decentralized net-
work management activities. This obviates the need for MIB implementation
in the network devices. None of the previous works [PT99], [BGP97], [GY98],
[CCLM99], [BPW98], [EDB99] have considered performing such level of complex
provisioning and audit management.

7.4 Configuration Modeling of Network Devices

Dynamic IP service creation in network devices relies on the fundamental as-
sumption of having an accurate and consistent abstraction of the underlying net-
work, particularly a view of essential parts of configuration information stored
in those devices spread across different device-specific repositories in different
formats. The complexity of large IP networks and the scarcity of commercial
configuration tools means that this is often an unrealistic assumption. Hence,
populating a service model must be closely coupled with checking for possible
configuration mistakes. Relationships between different configuration elements
are implicit with repositories containing replicated and interdependent configu-
ration information leading to inconsistency. Many of the dynamically created
services at least partially depend on the current configuration states of the target
devices. Using a simple push-based model to configure network services while
ignoring dependencies among configurations elements may easily lead to configu-
ration inconsistencies resulting in failure or inefficiencies.

In this section, we present a new device neutral approach to configuration model-
ing and based on which any existing or emerging new IP services can be presented
by encapsulating service semantics, including service-specific data. We present
a generalized view of configuration information in a network device and try to
model it as clusters of configuration elements. For this purpose, we show examples
of IPSec VPN configurations (Figure 7.3) in a widely used Cisco IOS [Sit]device.
Our previous experience [KBG00], [KB00b], [BGK01] with VPN provisioning in
chapter 3 and 4, and also complexity of VPN configurations in various com-
mercially available devices are the main motivations behind using these specific
examples here.
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crypto ipsec transform-set esp-encryption esp-des 

 match address 140

 set peer 129.194.90.20
 crypto map genbern 160 ipsec-isakmp  

interface FastEthernet0/0

 no ip directed-broadcast
 traffic-shape group 150 1000000 100000 100000 1000
 crypto map genbern

 ip address 130.92.70.102 255.255.0.0

access-list 150 permit ip  host 130.92.70.101 host 129.194.90.20
access-list 140 permit ip  host 172.17.0.102 host 172.18.0.100

 hash md5
 authentication pre-share
 lifetime 500

crypto isakmp policy 1

crypto isakmp key GENEVA-BERN address 129.194.90.20  

crypto ipsec transform-set ah-md5-hmacANDesp-des ah-md5-hmac esp-des 
crypto ipsec transform-set ah-md5-hmac ah-md5-hmac 
crypto ipsec transform-set ah-sha-hmac ah-sha-hmac 

 set transform-set ah-md5-hmacANDesp-des 

Figure 7.3: Partial IOS Configuration File of Cisco Router 130.92.70.102 as shown
in Figure 7.4

Basically, no widely accepted standard for network configuration exists, and
SNMP, in reality, simply remains a tool for network monitoring. Access mecha-
nisms and manipulations of configuration information in device repositories are
largely vendor-specific. While many devices are accessible via TELNET/FTP,
others need to be accessed via HTTP or LDAP. The configuration modeling pro-
cess is independent of the device access mechanism. However, the intelligent
agents built upon the knowledge derived from configuration modeling use various
device access drivers (i.e telnet driver, HTTP driver, etc.) as required.

7.4.1 Configuration Element

The configuration element is a customizable object with several attributes in a
configuration space (i.e repository) of a network device. Configuration space,
which we will describe later, represents the complete configuration information
of a single device. The attributes of a configuration element reflect, how it would
behave when embedded in a service and also how they can be linked to other
elements to create a service. The attributes of a basic configuration element as
shown in Figure 7.5 are:

• body : identifies the type of action a configuration element performs.
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(b)

130.92.70.102 129.194.90.20

172.17.0.0 172.18.0.0

172.17.0.103

172.17.0.102 172.18.0.100

(a)

130.92.70.102 129.194.90.20

172.17.0.0 172.18.0.0

172.17.0.102 172.18.0.100

Figure 7.4: (a) Setup for VPN Network (b) Expanded Setup for VPN Network

hook

ring holebody

Figure 7.5: Configuration Element and its Attributes
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access-list  140   permit    ip    host 172.17.0.103    host 172.18.0.100

source: host 172.17.0.103
Dest : host 172.18.0.100

Traffic Type: ip
Traffic Action:  permit
ACL Number: 140

Access-List

OR

Figure 7.6: Modeling a Configuration Element in a Network Device

• hook : configuration elements are usually linked to each other in a configu-
ration space. A hook helps to attach one element to the other.

• ring : is the identifier of a particular configuration element and it is that part
to which hook of another element attaches in order to create a composite
element or service.

• hole: defines the behavior of configuration element. Holes are filled up with
parameters that actually determine the behavior.

Figure 7.6 shows an example of modeling a basic configuration (non-composite)
element. This particular element classifies traffic based on source and destination
addresses. Clearly, the body of the element is access-list as this identifies what
it does (i.e classifies traffic). permit (action on traffic), ip (type of traffic), host
172.17.0.102 (source) and host 172.18.0.100 are the parameters of several
holes of the element and determine its behavior; 140 uniquely identifies this ele-
ment, i.e. acts as a reference to this. The element in the device can be viewed as
a simple text line or can be presented via a GUI. Regardless of how it is viewed
in heterogeneous devices, we can always model an element with the same sets of
attributes.
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7.4.2 Composite Element

A composite element is a collection of several basic configuration elements. This
is created by hooking an element to the ring of another.

Figure 7.7 shows an example of modeling a composite configuration element re-
lating to IPSec tunnels configuration in device 130.92.70.102 for the setup shown
in Figure 7.4(a). Three non-composite configuration elements with body la-
bels access-list, crypto iksamp key and crypto ipsec transform-set are
linked to another element having a body crypto map that binds them with the
hooks and create a composite element basically defining the tunnel configuration
part in peer device 130.92.70.102.

7.4.3 Composite Service

When one or more basic or composite configuration elements are bundled together
to perform a network service, the bundle is called the composite service, partial
or full, depending on the nature of the service. For example, traffic policing
based QoS configuration in an edge device can be a complete composite service
while for a VPN tunnel service creation two network devices will have to be
configured. Therefore, in a VPN tunnel service creation each device will have
a partially complete composite service. The example shown in Figure 7.7 is a
partially complete VPN composite service in network device 130.92.70.102.

7.4.4 Configuration Space

Figure 7.8 shows the whole configuration information of a single device that can
be logically mapped to a configuration space viewed as clusters of cells, where
each cell contains one or more of the configuration elements. However, a cell con-
sists of only homogeneous configuration elements. For example, all access-list
configuration elements as shown in Figure 7.3, can be viewed to be part of a cell
having body tag access-list. Similarly, all the configuration elements having
the body crypto ipsec transform-set are parts of another cell in the configu-
ration space.
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esp-desah-md5-hmac

crypto ipsec transform-set

ah-md5-hmacANDesp-des

GENEVA-BERN

element 4 element 2

 set transform-set ah-md5-hmacANDesp-des 
 match address 140

 set peer 129.194.90.20

 crypto ipsec transform-set ah-md5-hmacANDesp-des ah-md5-hmac esp-des

access-list 140 permit ip  host 172.17.0.103 host 172.18.0.100

140

access-list

permit

ip

host 172.17.0.103

host 172.18.0.103

crypto map genbern 160 ipsec-isakmp  

crypto map ipsec-isakmp

address 
match 

transform-set
set 

genbern

peer
set

160

crypto isakmp key

129.194.90.20
address 

 crypto isakmp key GENEVA-BERN address 129.194.90.201

2

3

4

element 1 element 3

Figure 7.7: Example of Modeling a Composite Configuration Element

7.5 Intelligent Agents for Service Provisioning

The goal of our automated provisioning architecture is to develop distributed
collections of intelligent software agents that operate mostly independently to
perform a variety of service-specific configuration information retrieval and pro-
visioning tasks in a network device. In this section, we develop an architecture
for an intelligent provisioning agent whose service-specific intelligence is derived
from configuration modeling and device-specific rules. The agents can translate
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Figure 7.8: Mapping Configuration Space

user requests and pseudo rules extracted from data/policy repository into device-
specific configurations to dynamically provision network devices.

7.5.1 Problem of a Conventional Provisioning Agent

Automated agents [SQK00] that exist today for provisioning network devices con-
sider translating device-specific rules, but are not truly interactive and intelligent.
These agents basically push configuration scripts to the devices and can be char-
acterized as follows:

• These provisioning agents assume that since the scripts are correct in syntax
the devices will be configured correctly. This always does not happen. The
basic problem of this approach is that it does not consider the current
configuration state in the devices. Consequently, potential conflicts might
arise while an agent pushes a configuration script to the certain network
devices. Also, this approach does not allow to provide an device independent
repository.

• Most of the agents keep device state in an external repository and assuming
that to be the actual device state at all times. However, human system
administrators might as well manually configure those devices, in which



142CHAPTER 7. INTELLIGENT PROVISIONING IN LARGE NETWORKS

case, the external repository based device state no longer reflects the actual
device state.

• Because such agents lack interaction, in case of a conflict no way remains
to identify it.

7.5.2 Intelligent Agent Architecture

We considered the general problems of the conventional provisioning agents and
have designed our agent architecture that does not suffer from the same problems.
Figure 7.9 shows the internal architecture of our proposed intelligent provisioning
agent. The main functional components of the agent follow:

Puller    Pusher Reporter

 cell specific
mini Agent

 cell specific
mini Agent

 cell specific
mini Agent

Agent Kernel

Device Connector

Element Linker

link assembler link disassembler

Knowledge Base

report collector
interface tointerface to

dispatcher

Figure 7.9: Intelligent Provisioning Agent Architecture

Knowledge Base

In section 7.4 we discussed about modeling a configuration element and mapping
such elements in a configuration space. The main motivation was to to create
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a knowledge base for a specific service. The service, for example, could be dy-
namic VPN service creation, or QoS configuration, or QoS enabled VPN, in which
case both VPN and QoS configuration is necessary in a network device. For a
particular service, the knowledge base, contains complete dependencies of con-
figuration elements constituting the service, their composition in a configuration
space including the device-specific rules.

Element Linker

This uses the knowledge base to create links between various configuration com-
ponents to build a new service. Rings of some configuration elements are attached
to the hook of another one to create links. The link assembler does this job when
requested by cell-specific mini agents in an agent kernel. Link disassembler traces
back the links of an existing service to modify one of the configuration elements
to add or remove a new service.

Agent Kernel

It is the main functional engine of an intelligent agent to support automated
intelligent configuration. The essential parts forming the kernel are:

• Puller : It retrieves configuration information (for example Cisco IOS file)
from the target device to read the current configuration state in that device.
This pulled information can be a simple ASCII file or HTML embedded.
Whatever the format is, the kernel, with its parser, extracts appropriate
values and configuration elements.

• Cell-Specific Mini Agents: These are specialized in managing configuration
elements that are cell-specific. A particular mini agent only knows how to
configure elements with similar bodies. The agent kernel has several mini
agents that work cell-wise and the results from these when combined with
the help of the element linker (which of course derives knowledge from the
knowledge base) produce the desired action needed to create the required
service.

• Pusher : This sends the ultimate combined configuration results to the net-
work device through device connector.
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Interface to Dispatcher

This is a communication port of the agent for the Central Dispatcher to send
service requests. This is usually achieved by having the server socket program
waiting for service request on a specific port. The interface also serves as an
indicator of the service type the agent can provide, since agents are service-
specific.

Interface to Report Collector

This is yet another communication port that is actually a client socket program.
This interface basically sends all event reports prepared by the reporter of the
agent kernel to report collector located in the central repository system.

Device Connector

As the configuration sent by the pusher needs to be sent in different ways to the
devices, Device Connector has several plug-ins like TELNET, HTTP, FTP, SNMP
etc. to facilitate such service in a heterogeneous environment where devices have
various access mechanisms.

7.5.3 Example of Intelligent Provisioning

In this section we will show some VPN service-specific implementation examples
of the intelligent provisioning agents.

The first example in Figure 7.10 shows a C++ code fragment of a cell- specific
mini agent that intelligently pulls out the available traffic-classifier number (usu-
ally called access-list number) from a network device. Every time there is
new a source-destination pair for VPN traffic a new ’access-list’ number is
needed that uniquely identifies the traffic. If the valid starting number is 100
for a particular device and there is no traffic classifier present in that device the
mini agent returns 100; otherwise, it returns the next unused number. It does
so by searching for configuration elements having body access-list in the con-
figuration space represented as ConfigFile in the code. The string ConfigFile

contains the whole Cisco IOS configuration file as shown in Figure 7.3. This
helps us to avoid storing device-specific data in the policy repository. In this
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/* searching for all ACL Numbers */ 

  if (acl == re.end()) {
  regx::iterator acl = re.find_n(ConfigFile);
  regx re("access-list (\\d+) .*");    

int StartACL = 100;
return StartACL;

  }

  } 
  /* Searching for the Maximum ACL Number. *it is the highest
     number, so return (*it +1) to be used as the next ACL. */

  /* Vector V would contain all the ACL Numbers */ 
  vector <int> V;
  int c=0;

    c=c+1;

  vector<int>::const_iterator it = max_element(V.begin(), V.end());
  return (*it+1);

  for (regx::iterator i = re.begin(); i != re.end(); i++) {
    if (1&c) V.push_back(atoi(re[c].c_str()));

Figure 7.10: Partial Code for Smart Provisioning: Example 1

example, we do not need to store access-list numbers because this is device-
specific and having only source-destination pairs as VPN traffic in the policy
repository should be enough for other device-specific agents to translate that into
appropriate device-specific configurations by deploying similar agents.

The second example in Figure 7.11 shows a C++ code fragment of another cell-
specific mini agent that smartly configures an IPSec VPN service in a network
device. Assume that we currently have a network setup as shown in Figure 7.3(a)
and a VPN administrator wishes to create a tunnel between device 130.92.70.102
and 129.194.90.20 for a source-destination pair 172.17.0.103 and 172.18.0.100 us-
ing security parameters AH authentication and ESP encryption. Figure 7.4(b)
shows the expanded network setup. An automated provisioning agent that ignores
configuration dependencies among different configuration elements would proba-
bly generate the following configuration for the network device 130.92.70.102.

crypto map genbern 161 ipsec-isakmp

set peer 129.194.90.20

set transform-set ah-md5-hmacANDesp-des

match address 141

access-list 141 permit ip host 172.17.0.103 host 172.18.0.100
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However, the intelligent agent enters the target device, reads the existing configu-
ration, and analyzes it using the knowledge base and detects that a tunnel already
exists with the same security parameters between the same peer routers although
for different LANs. In doing so, it actually searches configuration elements in
a cell having body tag crypto map whose attributes are the same as the newly
requested one. As one such already exists, it discovers that adding the above
configuration lines would be unnecessary. The mini agent, therefore, pulls the ex-
isting traffic classifier number (i.e.access-list number 140), and simply adds the
line access-list 140 permit ip host 172.17.0.103 host 172.18.0.100 to
the current configuration.

7.6 Intelligent Device Auditing

When configuration faults occur on the network device, it is imperative that
problems be resolved quickly to decrease the negative impact on user productiv-
ity. Network managers must respond quickly and have procedures in place to
reestablish lost services and maintain beneficial service levels. Several reasons
justify why such problems might occur. Services configured by human adminis-
trators may lead to mis-configuration or cause conflict with the existing services
activated via the automated system. Also, if network devices crash due to power
failure or some other reasons, valuable configuration information thrown into the
devices might well be lost partially or fully. One cannot rule out the possibility
of an inside or outside intruder changing some configuration settings. Intelligent
audit management handles such problems to recover from any mis-configuration
caused by any process other than the automated system. Audit management en-
sures that the configuration state in the policy repository is equivalent to actual
device state as illustrated in Figure 7.12. Similar to provisioning agents intelli-
gence is built in the audit agents that gather and sort the configuration data to
quickly identify the reason and location of faults in a network device and automat-
ically fix the problem when it occurs. Depending on SLAs with customers, audit
agents can be periodically sent to the network devices to check the consistency
of network device configuration.

7.6.1 Audit Management Architecture

With the objective that the configuration state in the repository must be equiva-
lent to the actual device state, we have proposed an intelligent audit management
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  string source = "172.17.0.103";
  string dest= "172.18.0.100";
  string peeripaddr ="129.194.90.20";
  string AH_authentication="ah-md5-hmac";
  string ESP_encryption="esp-des";

    No match found. Code to proceed as usual.    ....

  regx re(searchstr); 

  } 

  if (ipsec == re.end()) {

  regx::iterator ipsec = re.find(ConfigFile);

     encryption parameters. */
     tunnel and the rest are ipsec tunnel authentication and 
     tunneled. ’peeridaddr’ is the remote crypto endpoint for the 
/* setting the values of source, dest address that would be 

  /* setting the regular expression search string */

/* send this configuration line down to the router */ 

  /* if match found re[1] contains traffic access list number.
     Just generate the ACL config line and that’s enough for
     tunnel configuration */

  string ipsectransformset=AH_authentication;
  ipsectransformset +="AND";
  ipsectransformset +=ESP_encryption;
  string searchstr;
    searchstr  = "crypto map cati-tunnel \\d+ ipsec-isakmp.*\n"; 
    searchstr += ".*set peer "+peeripaddr+".*\n"; 
    searchstr += ".*set transform-set "+ipsectransformset+".*\n";
    searchstr += ".*match address (\\d+).*"; 

  ConfigRouter(configline);

  configline += dest;
  configline += " host ";
  configline += source;
  configline += " permit ip host ";

  configline = "access-list ";
  string configline;

  configline += re[1];

/* searching in configuration space for a similar tunnel. */
ConfigFile contains complete configuration information */

Figure 7.11: Avoiding Device-Specific Data in Repository: Example 2
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Figure 7.12: Objective of Audit Management for Device Configuration: Configu-
ration State in the Repository must be Equivalent to Actual Device State

architecture (Figure 7.13). The audit management process is done periodically
for each device under the control of an automated management system and basi-
cally goes through the following cycle of actions:

Audit Request Generation

The central repository system maintains records of all the service requests provi-
sioned by the automated system. For a specific device, the Audit Manager (i.e.
audit agent) can extract all service requests and generate the expected configu-
ration state for that particular target device. This is done by the device-specific
interpreter (DSI) which utilizes the same knowledge base as used in a provision-
ing agent. This step, therefore, is quite similar to original service provisioning
of a new service request. However, unlike the latter case when an intelligent
provisioning agent actually configures a service, the DSI simply prepares the ex-
pected configuration for provisioned services and passes that to the configuration
violation detector (CVD) to identify any unwanted modification in the physical
device.
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Problem Finding

At this stage the audit management agent first pulls the current configuration
state from the device and the CVD compares that with the expected configuration
state received from DSI. If any configuration violation is detected (i.e. expected
configuration and actual device configuration do not match) the violation detector
signals that to the configuration violation locator (CVL). Since we map the whole
configuration space by dividing them into clusters of cells, the violation locator
locates cells where one or more configuration elements may have been changed.

Problem Fixing

For a specific service, changes or mis-configuration in one configuration element
may easily affect other attached elements that constitute the service. Therefore,
to audit a service all appropriate affected cells are located to be fixed by the
re-provisioning process. The problem fixing stage basically sets the configura-
tion state in the device to the expected state by making specific corrections in
corrupted cells (of the configuration map) located by the CVL. Violation correc-
tor determines what needs to be changed in the corrupted cells. Usually some
configuration elements might need to be added, modified or deleted. For these
actions to take place, cell-specific mini agents re-provision the network device to
bring the configuration state of the device back to the desired state. Although
not shown explicitly in Figure 7.13, both in problem finding and fixing stages the
knowledge base and other components in the intelligent agent architecture needs
to be invoked by the re-provisioning agents to take appropriate actions.

7.7 Implementation Architecture

In this section we will present our implementation architecture (Figure 7.14)
which actually depicts a deployment scenario. The implementation generally tries
to fulfill the objectives set in the proposed network management architecture of
section 7.3. While there are several components and functionalities that actually
build the complete system, the three major players are the Central Repository,
Central Dispatcher and the agents that reside in clusters of workstations. The
central repository is hosted by a web server in order to facilitate distributed man-
agement access via web. The goal of this section is not to describe the details of
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the implementation as that is not within the scope of this thesis, but to shade
lights on the most important parts that constitute the system and the commu-
nications involved to make dynamic provisioning in large scale environment a
scalable solution.

7.7.1 Central Repository

The central repository system not only maintains customer SLAs and service
request repositories, but also similar others (as discussed in chapter 3) to facilitate
automated provisioning and policy based networking of various types of existing
and emerging IP services. As new services emerge, the types and contents of the
repositories may be enhanced. Examples and formats of such repositories can be
found in earlier chapters and also in [KBG00], [KB00b], [BGK01].

7.7.2 Central Dispatcher

Figure 7.16(a) shows the structure of the client-server process in the central
dispatcher. There are several client-server processes in the central dispatcher and
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the communication between any client and a server process is achieved via TCP
sockets on UNIX platforms. The Central dispatcher’s Master Main Loop (MML)
has a request listener to process very high priority service requests for immediate
processing and a request poller to periodically poll and serve pending requests
that are not very time sensitive. Audit requests of previously configured services
are also polled by the request poller. Figure 7.15(a) shows the processing life
cycle of a service request. The request poller serves a set of N service request
queues Q1, Q2, ...., QN in a fixed cyclic order: Q1, Q2, ...., QN , Q1, Q2, .. as shown
in Figure 7.15(b). The queues are ordered based on priority of service requests
and served under the exhaustive service policy, i.e. the poller serves each queue
until the queue becomes empty. Regardless of how the MML receives requests, it
starts the service activation (or re-configuration in the case of audit) process for
a request by invoking the following:

• Policy Extractor : What the Central Dispatcher receives for a new service
or audit request is a request ID. The Policy Extractor invokes the Central
Repository System to extract raw data required to create a new or audit
an existing service and then passes that to the Request Generator.

• Request Generator : The Request Generator formats the raw data of a ser-
vice request in a way that is easily extractable by the parser of the intelligent
agent.

• Agent Communicator : The Agent communicator sends the formatted re-
quest to the appropriate agent. The decision about which agent to commu-
nicate is based on simple load balancing policy.

7.7.3 Distributed Agent Processes

Figure 7.16(b) shows several intelligent agent processes running on clusters of
workstations. One of the Agent listener daemon processes is a dedicated server
that is the entry point from agent communicator client processes in the central
dispatcher.

When the central dispatcher is invoked because of the arrival of a service re-
quest,the agent communicator tries to make a TCP connection with the agent
listener. The Agent listener spawns (fork and exec) a new agent process to pro-
vision a device.
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7.8 Conclusion

In recent years, intelligent mobile agents have proven to be indispensable tools
for providing network management assistance. They will become even more in-
dispensable as networks continue to expand and companies continue to minimize
their personnel requirements. For ISPs and large enterprises, the capability to
effectively and remotely provision a large number of network devices from a cen-
tralized or distributed locations becomes even more important. We have proposed
a new distributed architecture where highly mobile intelligent agents can take the
responsibilities of not only provisioning but also configuration audit management
in a timely fashion. Although recent research have focused on using mobile agents
for network monitoring or simple push-based device configuration in a distributed
architecture, their ability have not been exploited in dynamic IP service provi-
sioning. In this chapter, we have taken a new approach to configuration modeling
that is device neutral and based on which any existing or emerging new IP ser-
vices can be presented in an abstract form by encapsulating service semantics,
including service-specific data. We have developed new intelligent provisioning
and audit agent architectures that use the knowledge built upon configuration
dependency modeling. Although we have presented a prototype implementation,
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performance evaluation in terms of provisioning response time and effectiveness
of load balancing remain to be future research issues. However, results in [LR92],
[HBCM99] clearly approves our approach. We have not addressed the issue of
secured configuration delivery by the agents. This can be easily achieved by
establishing a secured management tunnel between the agent and the network
device using IPSec or SSH protocols. However, if the devices do not support
such protocols, a scalable new mechanism for secured configuration delivery will
be an interesting research issue. Performance evaluation in terms of provision-
ing response time could be useful. Also, further investigation of advanced policy
management [SL99] [Wie94] [KKR95] in large scale environment would be inter-
esting.



Chapter 8

Summary and Conclusion

In this chapter we provide a summary of the thesis, and identify the contributions
we have made. We also briefly discuss the limitations of our work and future work
that others may pursue to enhance the works presented in this thesis.

8.1 Summary

It is estimated that almost forty percent of the total VPN budget in an orga-
nization is spent for deploying and management of VPN and network analysts
advocate outsourcing the VPN services to the ISPs [VPN]. In an increasingly
growing complex network the success of both ISPs and enterprises depend on how
the IP services are created and managed. This thesis identifies the challenges
that ISPs or corporate network managers face in diverse and rapidly growing
large networks, and proposes solutions toward automation and management of
emerging network services. Instead of manually configuring each network device
via Command Line Interface (CLI) the policy-based QoS-VPN Management solu-
tions proposed in this thesis feature a streamlined end-to-end activation process
through interfaces that enables both network administrators and end users to
apply settings to multiple devices with ease. Thus, programmability of network
components to dynamically create services has been one of the goals of this thesis.

To address these challenges in this thesis, we proposed a policy based Service
Broker (SB) architecture and demonstrated an implementation in chapter 3 that
can automate QoS-VPN activation initiated by both network administrators and
corporate customers in large network installations. As we developed better ideas

155



156 CHAPTER 8. SUMMARY AND CONCLUSION

in terms QoS provisioning and signaling between Diffserv domains, advanced
Service Brokers were also presented in this thesis. In chapter 3 we have described
the implementation of a Service Broker that allows registered users having SLA
with their ISPs to establish and terminate QoS enabled VPN tunnels dynamically.
Unlike in traditional policy managed systems where only network administrators
can activate services using a policy console, users of our system can also login
from a web based front-end, verify themselves and initiate a VPN based on their
predefined SLA and needs. This obviates the need of invoking help from a system
administrator or an ISP and at any time they can disconnect the VPN service
or check their current bills. As security and QoS requirements of one user might
vary from others under various circumstances depending on the needs, the Service
Broker interface presents various IPSec [KA98] tunneling and QoS policies as user
selectable options (Figure 3.6) to allow a customer to choose the one that suits him
best. To appreciate service differentiation we have introduced a new differential
tunnel pricing mechanism by which pricing of a QoS-VPN tunnel is computed
based on its network resource reservation and the load during the time tunnel is
active. One useful feature of the architecture is that it allows to add new policy
templates in the system as new device types are added to the network which gives
the network managers the ability to operate in multi-vendor environment.

However, the implementation of Service Broker in chapter 3 supports a single
ISP domain only. In practice, a Virtual Leased Line (VLL) may actually span
over several domains. To overcome this limitation, we have extended the Service
Broker in chapter 6 that uses a simple signaling mechanism to communicate with
other cooperative brokers to enable customers to dynamically create VLLs over
multiple DiffServ domains. We have presented a simple approach to make advance
reservations in the absence of senders or receivers in a multi-domain scenario.
Rather than using RSVP and COPS in inter-domain signaling to reserve capacity
across domains, we used a novel method to identify domains, and hence Service
Brokers that are responsible for maintaining them. Corresponding brokers are
contacted along the path of a VLL from ingress to egress for a yes/no admission
control decision. If every broker responds positively, a VLL is set up.

Yet another limitation of the Policy Server in chapter 3 is that it allows users
only to specify a single quantitative value (i.e. 1 Mbps or 2 Mbps etc.) and based
on this specification the edge routers establish VPN connections dynamically.
However, such a simple QoS policy may not be suitable and it is apprehended
that some users will be unable or unwilling to predict the load between VPN
endpoints [DGG+99]. Also, from the provider’s point of view, guaranteeing exact
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quantitative service might be a difficult job at the beginning of VPN-DiffServ
deployment [BBC+99]. In chapter 4, we have proposed a novel range-based SLA
that allows customers to specify their requirements as a range of quantitative
services. For example, users who want to establish VPN connections between
two stub networks and are not sure whether 0.5 Mbps, 0.6 Mbps or 1 Mbps
are needed, and only know the lower and upper bounds of their requirements
approximately, can specify a range 0.5- 1 Mbps when they outsource their services
to the ISPs. An ISP can offer such multiple options via a web site (Figure 6.6)
to help customers to select any suitable option to activate services dynamically
on the fly. However, to support such services, the underlying resource allocation
mechanism of the Service Broker of chapter 3 was further enhanced in chapter
4 to logically partition the capacity at the edges to various service classes (or
groups) of VPNs and manage them efficiently to allow resource sharing among
the groups in a dynamic and fair manner.

One obvious advantage of the enhanced policy server supporting range-based
SLA is the pricing gain. The price that customers have to pay is higher than
one pays for the lower-bound capacity but lower than what is normally needed
to be paid for upper-bound capacity. During low-load it is possible that users
might enjoy the upper-bound rate without paying anything extra. Such pricing
might be attractive to users and ISPs can take advantage of this to attract more
customers.

We restricted chapter 4 to edge provisioning only considering the fact that most
of the complexities lie at the boundaries of the network and is the main driving
force for overall provisioning. However, the ISPs must provision the interior nodes
in the network to meet the assurance offered at the boundaries of the network. In
chapter 5, we proposed a core provisioning architecture and further enhancements
of the Service Broker that works with the proposed edge resource allocation poli-
cies addressed earlier in chapter 4. We show how we can exploit range-based SLAs
to simplify core provisioning, make multiplexing gain and guarantee at least lower
bounds of bandwidth range even under heavy VPN demand conditions. Simula-
tion results support our claims and analysis. One of the main motivation behind
a novel core provisioning method was scalability. Dynamic and frequent configu-
rations of an interior device driven by edge bandwidth modifications is not desired
as this will lead to scalability problems and also defeats the purpose of the Diff-
Serv architecture which suggests to drive all the complexities towards edges. We
address this scalability issue by proposing a virtual core provisioning that only
requires a capacity inventory of interior devices to be updated based on VPN
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connection acceptance, termination or modification at the edges. In our virtual
core provisioning architecture, an edge router selects an explicit route and signals
the path through the network, as in a traditional application of MPLS. Router
interfaces along these routes are pre-configured to serve certain amount of quan-
titative VPN traffic. A new VPN connection is subject to admission control at
the edge as well as at the hops that the connection will traverse. An acceptance
triggers actual configuration of edge device, but only resource state updates of
core routers interfaces in the Service Broker database.

Many of the dynamically created services at least partially depend on the cur-
rent configuration states of the target devices. Using a simple push-based model
to configure network services while ignoring dependencies among configurations
elements may easily lead to configuration inconsistencies resulting in failure or
inefficiencies. For example, in chapter 3, the Service Broker configuration process
deployed such a simple push-based approach.In chapter 7, we have taken a new
approach to configuration modeling that is device neutral and based on which any
existing or emerging new IP services can be presented in abstract form by encap-
sulating service semantics, including service-specific data. We have proposed a
new distributed architecture where highly mobile intelligent agents built upon the
knowledge derived from configuration dependency modeling can take the respon-
sibilities for not only provisioning but also for configuration audit management
in a timely fashion.

8.2 Related Works

While we have introduced new ideas in terms of automated service activation,
resource provisioning, configuration modeling, intelligent provisioning agents, and
inter domain signaling between Service Brokers, similar works have been reported
by numerous researchers. We describe them and compare with our works in the
following:

• Bandwidth Brokers and Automated Provisioning: To take advan-
tage of the new service differentiation technology, Bandwidth Brokers that
can dynamically create VLL on demand have been proposed in [NJZ99],
[Sch98] and refined in [TWOZ99], [Tea99]. The policy-based Service Broker
architecture is derived from these earlier works. However, we introduced the
idea of QoS and IPSec policy templates to translate user service require-
ments and high level policies into low level device specific configurations.



8.2. RELATED WORKS 159

This allows to add new policy templates in the system as new device types
are added to the network and gives the networks managers the ability to
operate in multi-vendor environment. New Bandwidth Broker models based
have been proposed in [MlCPT00], [PSV00], [ZDGH00], [FdCPPdR01], and
several implementations have been reported in [KBG00], [KB00a], [BGK01],
[TOT+99], [Tea99], [QBO00], [KB00b], [Sta02] but they mostly do not work
in multi-vendor and multi-ISP environment. The enhanced implementation
[KB01b] of the Service Broker presented in chapter 6 allows customers to
dynamically create Virtual Leased Lines (VLLs) over multiple DiffServ do-
mains. While most of the implementations rely on RSVP for both intra-
domain and inter-domain signaling between brokers, we use a novel method
to identify DiffServ domains, and hence the Service Brokers that are respon-
sible for maintaining them. Identified brokers in a chain are signaled and
positive responses from all the brokers leads to end-to-end VLL setup. Also,
rather than using COPS for policy provisioning in network devices, we use
agents such as configuration daemons to do the same job in a push-based
fashion.

• QoS Provisioning: To support range-based SLA [KB02b] we proposed
edge provisioning methods that can logically partition the capacity at the
edges to various classes or groups of VPN connections and manage them
efficiently to allow resource sharing among the groups in a dynamic and fair
manner. Here, each group is identified from what it offers. For example,
one group could represent the range 0.5- 1 Mbps, another 1-2 Mbps. One
advantage of range-based SLA is that customers do not have to specify exact
bandwidth between VPN endpoints, they only need to specify ranges. Hose-
based models [DGG+99], [KRSY01], [RCK02] for edge resource allocation
of VPN connections also do not require customers to specify exact resource
requirements, only per VPN endpoint specification is considered sufficient.
In hose models, the ingress bandwidth for an endpoint specifies the incoming
traffic from all the other VPN endpoints into the endpoint, while the egress
bandwidth is the amount of traffic the endpoint can send to the other VPN
endpoints. While this has the ease of specification and flexibility, in such
models service providers allocate resources to aggregated VPN tunnels, and
the amount of bandwidth a corporate user may receive out of aggregated
allocation is probabilistic. In contrast, using range-based SLA customers
are guaranteed at least the lower-bound capacity of the range they specify.

In our proposed virtual core provisioning, a new VPN connection is subject
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to admission control at the edge as well as at the hops that the connec-
tion will traverse. An acceptance triggers the actual configuration of an
edge device, but only resource state updates of core router interfaces in
the Service Broker database. Therefore, unlike the traditional IntServ ap-
proach, which has the fundamental scalability limitations because of the
responsibility to manage each traffic flow individually on each of its tra-
versed routers, our virtual core provisioning approach does not suffer from
the same problem since capacity reservation states are actually stored in a
Service Broker based inventory and not in the core routers. Other works
that propose guaranteed services without per flow provisioning at core are:
[SZ99], [SSZ98], [CK00], [ZDGH00], [BV01], [LC01], [CB01]. However, all
of them consider short-lived flows while VPN connections in our case are
usually rate-controlled long-lived flows that are often provisioned for larger
time-scale.

Some notable works [FBP+01], [JD02], [QK01], [KS99] on bandwidth al-
location focus on achieving statistical multiplexing gain for bursty traffic
sources. However, statistical characterization of traffic sources is not often
reliable [BBLO00], [RRR98] and VPN connections are statistically inde-
pendent and smoothed by deterministic regulators at the connections input
to the network edge based on provisioning policies. In contrast to the ap-
proaches in [FBP+01], [JD02], [QK01], [KS99], we achieve multiplexing gain
and revenue by exploiting range-based SLA where guaranteeing the lower-
bound bandwidth of the range is considered sufficient.

• Configuration Modeling and Distributed Management:Automated
IP service creation in network devices relies on the fundamental assump-
tion of having an accurate and consistent abstraction of the underlying
network, particularly a view of essential parts of configuration information
stored in those devices spread across different device-specific repositories in
different formats. Relationships between different configuration elements
are implicit with repositories containing replicated and interdependent con-
figuration information. Many of the dynamically created services at least
partially depend on the current configuration states of the target devices.
Using a simple push-based model to configure network services while ignor-
ing dependencies among configuration elements may easily lead to config-
uration inconsistencies resulting in failure or inefficiencies. In this thesis,
we have presented [KB02a] a generalized view of configuration information
in a network device and modeled it as clusters of configuration elements.
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A service is constituted from configuration elements spread across the clus-
ters, and thus elements are linked to each other for a specific service. Using
intelligent agents that derive knowledge from the proposed configuration
modeling, configuration inconsistencies can be avoided.

The Commonly used SNMP protocol does not have the capability to cap-
ture dependency among configuration elements. Physical resources are rep-
resented by managed objects within these protocols. All managed objects in
the SNMP environment are arranged in a hierarchical or tree structure. The
leaf objects of the tree are the actual managed objects, each of which repre-
sent some resource, activity, or related information that is to be managed.
The tree structure itself defines a grouping of objects into logically related
sets called a Management Information Base (MIB). Associated with each
type of object in a MIB is an identifier of the ASN.1 type OBJECT IDEN-
TIFIER. The object identifier is a unique identifier for a particular object
type and serves to name the object. COPS, which has Policy Information
Bases (PIBs) analogous to MIBs, manages policy rules for network devices
but also does not have built in capability to capture dependency among
configuration elements and avoid configuration inconsistencies. Although
the protocols can be modified or tools can be built on top of these protocols
to achieve this ability, no reported works exist. This often neglected but im-
portant issue of configuration modeling was however addressed in [YKF00]
with limited use in useful IP service creation.

Since existing network management architectures ([MFZH99]) deploying
SNMP [Sta98] or CMIP [WBLH90] as the management protocols do not
really fit well to suit the needs of automated provisioning in a large scale
environment due to some well known scalability limitations of the deployed
protocols, for the sake of decentralization of management tasks we pro-
posed [KB02a] intelligent provisioning and audit agents that are built upon
the knowledge derived from configuration modeling. Many architectures
for network management with mobile and intelligent agents have been pro-
posed in the literature [Sch97], [PT99], [KLS97], [BGP98], [BGP97], [GY98],
[MEB+95], [CCLM99], [BPW98], [EDB99] to address automation tasks by
dynamically delegating management functions to the agents. However, the
vast majority of these agents have been mainly used in traffic analysis, fault
management, network monitoring and performance management, and not
intelligent service provisioning and configuration audit.
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• Configuration Audit Management: There are several reasons why con-
figuration problems may occur in network devices. Services configured by
human administrators may lead to mis-configuration or cause conflict with
the existing services activated via the automated system. Also, if network
devices crash due to power failure or some other reasons, valuable configura-
tion information stored into the devices might well be lost partially or fully.
One cannot rule out the possibility of an inside or outside intruder changing
some configuration settings. Intelligent audit management proposed in our
work handles such problems to recover from any mis-configuration caused
by any process other than the automated system. Audit management en-
sures that the configuration state in the policy repository is equivalent to
actual device state.

To the best of our knowledge very little works have been reported in
this area. Some closely related works can be found on Configuration and
Change Management systems [CDF+95], [Fos97] [ML88a] [BABR96] [PR99]
[ML88b] that help customers to formalize the manner in which changes are
evaluated, approved and moved into production, thus dramatically reduc-
ing disruptions and improving network service availability. However, these
change management systems are considered to be preventive methods and
unlike the proposed audit management system do not deal with cases when
there are unauthorized network device configurations changes.

Since the role of fault management is to detect, diagnose and correct the
possible faults during network operations, such a system could be easily
adapted to perform configuration audit tasks. However, most of the tradi-
tional fault management systems [CCLM99] [KLMB96], [EDB99], [LMB97],
[OMK+97] consider the term fault the same as failure which may mean com-
ponent malfunctions, network interface not responding, broken links etc. In
case of mostly physical network problems, these fault management systems
detect, isolate, and repair problems in the network by using error logs and
tracing errors through log reports and interface data collected via SNMP.

8.3 Limitations and Future Works

Despite the contributions we have made by proposing and implementing Service
Brokers, new resource allocation and dynamic provisioning and signaling mecha-
nisms, the works presented in this thesis have some limitations and further works
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may be useful. We describe those limitations and possible future works in the
following areas:

• Generic Service Platform: Although our architecture supports creation of
new services in new devices using policy templates, the service broker pro-
totype in this thesis shows examples of QoS and VPN provisioning only.
Also, despite the ability to add new services by adding templates, data
modeling and logic of system flows in the service broker system still require
enhancement to support such a facility. Network administrators may find it
difficult to modify existing system to support unknown future services. De-
velopment of a toolkit that would help administrators to define new services
without changing the underlying system engine would be very useful.

• Centralized SB-based QoS Routing: The centralized SB in its role as a global
network manager maintains information about all the established real-time
VPN tunnels and the network topology, and can thus select an appropriate
route for each real-time connection request. If a pinned path or pre-selected
alternate routes fail to reserve requested resources for a VPN connection,
QoS routing can then be used efficiently to select an appropriate one that
meets the requirements. Since the objective of any routing algorithm is
to find a qualified path with minimal operational overheads, a centralized
SB-based QoS routing might be very effective. This is an issue we have not
addressed and can be a future research topic.

Also, the centralized Service Broker is the right system to setup explicit path
that is determined by using QoS routing. Some research papers [SWW01],
[AKK+00] already suggest the use of MPLS to setup such paths, and similar
methods can be used in the Service Broker for QoS enabled VPNs. There-
fore, integration of traffic engineering capabilities in the SB automated sys-
tem is an interesting topic.

• Scalability of BB in Multi DiffServ Domains: Further simulation work
might be useful to examine the scalability and performance of our broker-to-
broker signaling approach and is a topic of future research. Also, compar-
ison of the proposed method with other interdomain signaling approaches
[Gün01] might be interesting.

• Secured Configuration Delivery : We have not addressed the issue of secured
delivery of configuration by the agents. This can be easily achieved by es-
tablishing a secured management tunnel between the agent and the network
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device using IPSec or SSH protocols. However, if the devices do not support
such protocols, a scalable new mechanism for secured configuration delivery
will be an interesting research issue.

• Performance Evaluation of Distributed Agents: The prototype implemen-
tation of automated service provisioning system in chapter 7 was developed
to address scalability issue of such systems to perform well in large scale
networks. Service Brokers deploying only a handful of agents can easily be-
come a bottleneck when there are many requests to serve. In chapter 7, the
machines hosting a policy repository or a central dispatcher do not perform
network device provisioning, and actions taken by them do not require much
computing power. Provisioning tasks are performed by distributed agents
running on separate machines. We did not carry out simulation experiments
because results in [LR92], [HBCM99] clearly approves our approach. In a
heterogenous environment different types of network devices take different
amount of time to be provisioned. A machine hosting many provisioning
or audit agents and serving many requests may become a bottleneck while
other agents remain lightly loaded. Therefore, performance evaluation in
terms of provisioning and audit service response time and effectiveness of
load balancing by central dispatcher in a large scale heterogeneous envi-
ronment require further investigation. For realistic simulation the use of
emulated active network platform [Bau02] may be a good approach.

• Integrated advanced policy Management : Further investigation of advanced
policy management [SL99], [Wie94], [KKR95], [Slo94], [KLMB96], [TFP02]
in a large scale environment managing QoS enabled VPNs, MPLS, and
traffic engineering services from a single integrated platform would be in-
teresting.
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