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Abstract

The ability of VPNs to emulate a private wide area network us-
ing IP facilities has recently generated tremendous interest in it’s
wide spread deployment to replace the expensive dedicated private
leased lines. Since private networks built on using dedicated lines
offer bandwidth and latency guarantees, there is a growing de-
mand for similar guarantees in IP based VPNs. Although with the
advent of Differentiated Services IP backbones can now provide
various levels of quality of service (QoS) to VPN traffic, as today’s
network infrastructure continues to grow, the ability to manage in-
creasing network complexity is a crucial factor for QoS enabled
VPN solutions. In this paper, we describe the implementation
of a Service Broker managing QoS enabled VPN for customers
that have Service Level Agreements (SLAs) with their ISPs and
allows one such user to specify demands through a WWW inter-
face to establish a VPN with certain QoS between two endpoints.
This paper not only shows the implementation details of various
components of the Service Broker and connection admission and
termination process, but also the pricing mechanism of such out-
sourced VPNs.

Keywords- Virtual Private Network (VPN), Differentiated Ser-
vices (DiffServ), Quality of Service (QoS), Bandwidth Broker,
Service Broker, Service Level Agreement (SLA), Pricing, Billing.

1 INTRODUCTION

Virtual Private Networks (VPNs) [7], [16], [6] enable secured pri-
vate communications of distinct closed networks, for example,
corporate networks, over a common shared network infrastruc-
ture. Rather than using expensive dedicated leased lines, VPNs
use worldwide IP network services, including the internet cloud
and service provider’s IP backbones to connect multiple geograph-
ically dispersed sites to each other into a private network. The
ability of VPNs to emulate a private wide area network using IP
facilities has recently generated tremendous interest in it’s wide
spread deployment and replace the expensive dedicated private
leased lines.

As extensions of the enterprise network a VPN solution must
guarantee reliability and Quality of Service by enabling users to
define enterprise-wide traffic management policies that actively
allocate bandwidth for in-bound and out-bound traffic based on
relative merit or importance to all other managed traffic. In fact,
there is a growing demand that since private networks built on us-

ing dedicated lines offer bandwidth and latency guarantees, simi-
lar guarantees be provided in IP based VPNs. While the internet
has not been designed to deliver performance guarantees, with the
advent of differentiated services [2], [1], IP backbones can now
provide various levels of quality of service. The Expedited For-
warding (EF)[9] Per Hop Behaviour (PHB) is the recommended
method to build such a Virtual Leased Line Line (VLL) type point-
to-point connection for VPN. This is absolutely critical to ensure
that the VPN can deliver the myriad number of benefits of this
rapidly growing technology.

However, the complexities introduced by VPNs and the require-
ment to provide QoS have made the job of the ISPs and systems
administrators extremely difficult, and as today’s network infras-
tructure continues to grow, the ability to manage increasing com-
plexity is a crucial factor for VPN solutions. But, at the same
time, this also opens the possibility for ISPs to sell VPN services
to mostly corporate end users. For example, in a typical VPN-
DiffServ deployment scenario (Figure 1), an ISP might offer to
establish QoS enabled VPN between stub network A and B for
a corporate end user who owns those networks and has regional
offices there. Outsourcing VPN services not only would ease the
job of the corporate customers, but also seems to be the only solu-
tion to dynamically construct end-to-end dedicated services over
public IP infrastructure since customers have no control over re-
sources in the transit network.
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Figure 1: VPN-Diffserv Deployment Scenario



To offer such services, the ISPs will, however, need a manage-
ment system not only to enable the users to construct services dy-
namically on demand, but also to provide new charging and billing
facilities for the VPN services. In this paper, we describe the im-
plementation of such a management system called Service Broker
(SB). As the World Wide Web (WWW) is widely available we
provide web based interfaces as front ends where registered users
can login, verify themselves and initiate a VPN based on their pre-
defined SLA. This would obviate the need of invoking help from
system administrator or ISP and at anytime they can disconnect
the VPN service or check their current bills.

The Rest of the paper is organized as follows: section 2 gives a
brief architectural overview of the SB needed to construct end-
to-end service, section 3 highlights the main security and QoS
features necessary for a QoS enabled VPN tunnel, section 4 de-
scribes the details of functional components that constitute the
SB. Then in section 5, we explain the system flow during VPN
connection establishment or termination process and in section 6,
we explain the resource admission control at edge devices. Sec-
tion 7 describes differential tunnel pricing mechanism and section
8 shows the experimental network setup with some examples and
performance results. Finally, in section 9 we conclude our paper.

2 A BROKER HIERARCHY FOR CON-
FIGURABLE SERVICES

Differentiated Services and VPN security can be seen as value-
added network services. Such services allow the service providers
to produce new revenues beyond pure connectivity services. How-
ever, the new services increase the complexity of the network
management significantly. [18], [24] proposed so-called band-
width brokers to address the dynamic configuration and manage-
ment of DiffServ. The idea can be extended to network services in
general, including VPN services and service bundles such as QoS-
VPNs. This leads to a framework called the broker hierarchy.
The hierarchy is structured in functional components. We made
the distinction between intra-domain and inter-domain service
tasks. Furthermore we distinguish between stand-alone (orthog-
onal) services and composed services. Finally we added a layer to
hide the diversity of network equipments. This results in a four-
layered broker hierarchy as depicted in Figure 2. The configura-
tion daemons (CD) hide the heterogeneity of the underlying net-
work equipment. The internal service broker (ISB) manages the
provider controlled network resources for a service, and coordi-
nates them. For example, referring to Figure 1, if an user who has
a SLA with the ISP maintaining DS-Domain 1 wants to establish a
tunnel between host 1A in stub network A and host 1B in stub net-
work B, ISB of that domain can handle that request to establish the
desired connection. The external service broker (ESB), however,
handles the negotiation between brokers of peer ISPs across the
trust border. The necessity of ESB is obvious when the customer
in the previous example wants to setup a tunnel between host 1A
and host 1E in stub network E. Since Stub network E resides by
the perimeter of another domain (DS-Domain 2), ESB of domain
1 needs to negotiate with the ESB of domain 2. The result of a
negotiation is an inter-ISP service level agreement (SLA), which
describes the collaboration between the two provider networks . A
broker signalling protocol is necessary to set up an unbroken chain

of SLAs between all involved ISPs in order to set up an Internet
wide service.
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Figure 2: The broker hierarchy.

The broker hierarchy and its rationale is described in more de-
tail in [8]. The work presented in this paper is an instance of this
broker hierarchy framework. We focus on the implementation of a
DiffServ VPN service using the IPSec [10] protocol. The synergy
between DiffServ and IPSec [21] and a single administrative do-
main scenario lead to a stand-alone implementation using only the
ISB and the CD layer. In this paper whenever we refer to Service
Broker (SB), we essentially mean ISB.

3 REQUIREMENTS FOR A QOS EN-
ABLED VPN

3.1 Data Transport Security

The most important feature of a Virtual Private Network service
is its privacy ensuring mechanism, that protects VPN traffic from
the underlying public network. For Internet VPNs the most pow-
erful mechanisms are tunneling and encryption. Tunnelling (also
called encapsulation) is a method of wrapping a packet in a new
one thus providing it with a new header. The whole original packet
becomes the payload of the new one as shown in Figure 3 and 4.
When encryption is applied to a packet, it conceals the content
of that packet. Tunnelling requires intermediate processing of the
original packet on its route. The destination specified in the outer
header retrieves the original packet and sends it to the ultimate
destination. Although the encapsulation and encryption may de-
grade the performance to some extent, the processing overhead is
compensated by extra security. In general, the following features
are provided by a VPN tunnel.

e Data confidentiality - The sender can conceal cleartext by
encrypting them before transmitting across a network.

e Data integrity - The receiver can verify that the data has not
been altered during transmission, either deliberately or due
to random errors.

e Data Origin Authentication - The receiver can authenticate
that the data was originated from the sender. This service,
however, is dependent upon the data integrity service.

In the Internet the security requirements of one user might vary
from others under various circumstances depending on his needs.



Therefore, to facilitate these features we have used various tun-
neling options of IPSec [10] described below and presented them
as user selectable options (Figure 6) so as to allow a customer to
choose the one that suits him best.

e IPSec AH in Tunnel Mode: The Authentication Header
(AH) is used to provide integrity and authentication to IP
datagrams. When packets go through an AH type tunnel an
AH is embedded (Figure 3(b)) in the data to be protected (a
full IP datagram). This mode of operation greatly reduces the
chances of successful denial of service attacks, which aim
to block the communication of a host or gateway by flood-
ing it with bogus packets. The AH protocol allows for the
use of various authentication algorithms, most notably, MDS5
(a hash message authentication code - HMAC variant) and
SHA (HMAC variant). Both MD5 and SHA are widely used.
HMAC is a keyed hash variant used to authenticate data.
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Figure 3: IP Tunneling: (a) basic IP tunneling, (b) AH tunnelled
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Figure 4: IP Tunneling: (a) ESP tunnelled packet, (b) combined
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o IPSec ESP in Tunnel Mode: The Encapsulation Security
Payload (ESP) is used to provide integrity check, authentica-
tion and encryption to IP datagrams (Figure 4(a)). Although
both authentication and encryption are optional, at least one
of them is always selected. If both of them are selected, then
the receiver first authenticates the packet and only if this step
was successful proceeds with decryption. This mode of op-
eration reduces the vulnerability to denial of service attacks.

e Combined Tunnel Mode: Even though most tunnel gate-
ways are required to support only an AH tunnel or ESP tun-
nel, sometimes it is desirable to have tunnels between gate-
ways that combine both IPSec protocols. The result is that
we have an outer IP header followed by the IPSec headers in

the order set by the tunnel policy, then the original IP packet,
as it is shown in Figure 4(b).

3.2 Guaranteed QoS

It is generally believed [7] that most VPN users would demand
Virtual Leased Line (VLL) type low loss point-to-point connec-
tion. This is achieved by a simple model [2], [3] where VPN traf-
fic entering a network is classified as EF, possibly conditioned at
the boundaries of the network, and assigned to different behaviour
aggregates. Each behaviour aggregate is identified by a single DS
codepoint. In the interior of the network, with the help of DS
codepoint- PHB mapping [17], [3], this quantitative VPN traffic
can be allocated a certain amount of node resources. For example,
referring to Figure 1 if an user wants to establish a 1 Mbps con-
nection for a source 2A in stub network A and remote host 2B in
stub network B, we will need to classify packets at the edge router
1 (traffic flow direction is from edge 1 towards edge 3), police at
inbound and possibly shape at outbound of this router and also al-
locate 1 Mbps capacity in the interior router 1 and 2’s outbound
interfaces with scheduling mechanisms like Class Based Queue-
ing (CBQ) [5] or it’s variants [14], [22], [20].

4 STRUCTURE OF SB: COMPO-
NENTS OF THE SYSTEM

The SB, which is the heart of our VPN management system, takes
the role of a QoS manager to optimally configure network re-
sources and adaptively decides based on user preferences and re-
source availability. These decisions could take place with min-
imum user intervention with respect to specifying the user’s re-
quirements. As the underlying network may provide different
classes of services to satisfy various VPN customers, by identify-
ing the generic functionality provided by any resource, we present
our SB (Figure 5) with a standard interface (Figure 6) to the net-
work resource.
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Figure 5: VPN components

Our SB interacts with specialized configuration daemons (CD)
when a certain user request arrives to setup a tunnel and the SB
has to decide whether it can allocate enough resources to meet the
demand of that tunnel. The basic operation of our system is as
follows: based on request parameters provided by the user, the
SB first contacts a SLA database to check the validity of the user
and it’s request parameters. It then checks with the connection
database whether a similar requested connection already exists or
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Figure 6: VPN Web interface

not. If this is not the case, the SB looks at its resource database to
identify if the tunnel can be established. A positive answer would
then lead to a tunnel establishment by the CD. When a user dis-
connects the VPN tunnel, the SB releases resources and invokes
the pricing database to calculate the pricing for that tunnel. In the
next few subsections we will briefly describe these components
and their role before we move to the detailed description of sys-
tem flows in section 5.

4.1 SLA Database

The SLA database does not only contain the user’s identification
but also specifies the maximum amount and type of traffic he/she
can send and/or receive for a tunnel. As we are concerned about
closed user groups, a SLA also contains the boundary of a valid
VPN area. Referring to Figure 1 where stub networks A, B and C
might belong to the same organization located at different remote
locations, one can easily see that they form a mesh environment
and any site may want to establish with the other under the same
contract. Therefore, this boundary defines the perimeter of the
VPN area and are entered in this database as source and remote
stub addressess. User authentication process prohibits malicious
users to setup unauthorized tunnel and access network resources
illegally. The SLA, however, allows users to add new VPN ar-
eas to his old contracted list of valid VPN areas. It contains the
following tuple:

<User ID, Password, Maximum BW in Mbps, Source Stub Ad-
dress, Remote Stub Address>

4.2 Resource Database

The resource database contains resources available between any
two edge routers. This means that this database has resource in-
formation of all the routers in a certain domain. In our imple-
mentation we keep records of pre-computed tunnels with Tunnel
IDs. For each tunnel, however, we also need to know it’s ingress
router’s ip address, tunnel source address (which might be the
same as ingress router’s ip address), egress router’s ip address,
tunnel destination address (this might as well be same as egress

router’s ip address) and the capacity of the tunnel in Mbps. Also,
we need to keep track of the status of the tunnel in terms of avail-
ability. Therefore, the tuples are:

<tunnel id, ingress router, tunnel source addr, egress router,
tunnel destination addr, bandwidth, status>

1 Mbps 2 Mbps 2 Mbps 3 Mbps

[ Tunnel ID 1| Tunnel ID 2] [Tunnel ID 3| [Tunnel ID 4 |

[ Tunnel ID 7] [ Tunnel ID 5[ Tunnel ID 6
2 Mbps 2 Mbps 2 Mbps

Figure 7: Mapping of resources to various tunnels

However, it should be clarified that a tunnel might originate
from an ingress router to several possible egress routers. Referring
to Figure 7, users residing in the stub network A might want to
establish tunnels between router el and e2, or between el and e3,
or between el and e4 to communicate with other stub networks.
Assume that ISP has decided to allocate a maximum 10 Mbps
capacity to traffic stemming from el and destined towards other
edge points. The ISP might, however, allow one 1 Mbps, two 2
Mbps tunnels, one 3 Mbps tunnel to be created between el and e2
and also allow two 2 Mbps tunnels from el to e3 and only one 2
Mbps tunnel from el to e4. This would result in a map as shown
in table 1. In the table while ingress and egress router addresses
are necessary for identifying the edge routers, the tunnel source
and destination addresses are needed to create tunnels. Ingress
(or egress) router and it’s corresponding tunnel source address (or
dest. addr for egress) might be same if the same address is used in
both cases.

Tunnel Ingress Tunnel Source ‘Tunnel Dest. Bandwidth Status
1D Router Address Address in Mbps
1 el el e2 e2 1

el el e2 e2
el el e2 e2
el el e2 e2
el el e3 €3
el el e3 €3
el el e4 e4

Egress Router

1
1
1
1
1
1
1

N U AW
R W

Table 1: Resource Table for the Network of Figure 7

It is clear from this mapping that if all the tunnels as mapped
in the table 1 are active simultaneously, then router el would need
to support 14 Mbps. Since we have only 10 Mbps for this router
we need to keep track of each router’s capacity and perform an
admission control as explained in section 6.

4.3 Connection Database

The connection database contains a list of currently active VPN
connections. Here a connection always mean a VPN tunnel. It has
various functions: (i) when a new request arrives for connection



or termination, the SB can check if that connection already exists
or not and then make it’s decision, (ii) it indicates how much re-
sources have been consumed by VPN users, (iii) and provides a
record to pricing mechanism. It’s tuples are:

<user id, source address, destination address, bandwidth, tun-
nel id, activation time>

4.4 Interface Database

The interface database contains necessary records of edge routers
that are used as tunnel end-points for the outsourced VPN model.
In such a model since some customer stub networks are connected
to the ISP edge router we need to specify which stub networks
are connected to a particular edge router. Also, an edge router
might have one or more inbound and outbound interfaces which
also need to specified for each stub network that is actually con-
nected to a particular inbound interface of a router. This is impor-
tant becasue normally at the inbound interface tunnels are policed
on individual basis and at the outbound they are shaped on aggre-
gated basis. At the same time, outbound interfaces are also used
as the tunnel endpoints. Finally, a tunnel map to which all defined
tunnels are attached is also part of the record in this database that
is activated at the outbound interface of the router. The tuples are

< stub network, edge router, generic router name, inbound in-
terface, outbound interface, tunnel map name>

4.5 Pricing and Billing Database

The pricing database contains pricing information of various tun-
nels. It’s only interaction with the SB is at the time when a connec-
tion (tunnel) is terminated and the SB needs to know the price of
that by making a query to it. The billing database contains details
of terminated connections and their computed price. For details
see section 7.

S DESCRIPTION OF COMPLETE
SYSTEM FLOWS

In this section we will describe how a connection is established
or torn down, how various components interact with the SB, and
under which circumstances a new connection request or tear down
request get refused.

5.1 The Successful Connection Establishment

Figure 8 shows all the communications involved in setting up a
VPN connection between two stub networks or simply between an
originating host and the remote host. We will describe the opera-
tional details by referring to the communication marked on Figure
8. Considering each communication in turn :

- 1) A user sends a connection request message to the SB for a
new connection request from the WEB or via other signalling
mechanism such as RSVP. The SB is in charge for determin-
ing whether the connection should be allowed or refused. It
achieves this by communicating with each of the components
in turn. The request contains user id, user password, source

and remote stub addressess, amount of bandwidth and en-
cryption/encapsulation method.

2,3) The SB contacts the SLA database that is responsible for
validating the user and his request. If the user is identified
correctly, his source and remote address conforms the con-
tract, and also the bandwidth requested is less than or equal
to the agreed traffic contract, it sends a positive response.

4,5) The SB contacts the configuration daemon to check it’s
status. The status can be busy, available, or down. Only in the
case of availability the user request can be processed further.

6,7) The SB contacts the connection database to check the
existence of an exactly similar tunnel. This is because for a
source and destination pair only one tunnel can remain active.

8,9) The SB asks the resource database to allocate a tunnel
of a certain bandwidth. The resource database responds to
the SB and either allocates the resource or denies based on
resource availability.

10) The SB allocates the requested resource and tells the con-
figuration daemon to create appropriate configuration scripts.
In the meantime the resource and the connection database
update their records. The new connection request data is ap-
pended to the connection database and the tunnel that has just
been allocated from the resource database is marked as used.

11,12) The CD puts a busy signal on itself and creates the
configuration scripts. It then sends configuration scripts to
the routers. The routers send signals to the CD.

13,14) The CD removes the busy signal from itself and sends
an acknowledgement to the SB which sends a notification to
the user.
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Figure 8: Successful Connection Setup



5.2 Successful Connection Termination

Now referring to Figure 9 for successful connection termination :

- 1,2,3,4,5,6,7) These steps are similar to the steps mentioned
for connection setup. However, in step 2 only user id and
password are checked. We also need to see if the daemon
is busy or not, and also that the requested connection exists
in the connection database. In summary, once a termination
request arrives the system needs to make sure that the tunnel
exists and was created by the same user who has sent the
termination request.

- 8) If the connection is found in the connection database the
SB talks to the CD to create an appropriate configuration
script. In the meantime the connection record is deleted from
the connection database and the resource database updates its
records by making the same tunnel available which has just
been deleted.

- 9,10,11) CD creates and sends the configuration script to the
router. The router sends a signal to the CD which then con-
firms the SB about the configuration.

- 12,13,14) Before SB finally forwards this positive acknowl-
edgement to the user it invokes the pricing database and cal-
culates the appropriate pricing using the method described in
section 7 and stores the necessary information of the termi-
nated connection and computed price in the billing database.
Once that is done user receives the acknowledgement via the
web interface.
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Figure 9: Successful Connection Termination

5.3 The Connection Rejection and Failure in Ter-
mination

A connection request is rejected if (i) the SLA profile doesn’t
match (case D-1) , (ii) the daemon is found busy (case D-2), (iii)

the connection already exists (case D-3) or (iv) not enough re-
sources are available (case D-4). The various stages where a con-
nection creation process might get refused are shown in Figure 10.
We will briefly describe them in the following:

- case (D-1): user id, password might be wrong, VPN areas
for which user wants to establish tunnel might be invalid, or
the bandwidth requested might be higher than the agreed one,
and in such a case the user will not be granted a connection.

- case (D-2): even if the request parameters are valid the CD
might be found busy and hence, the connection will not be
possible. The system can, however, be tailored for automatic
retry as desired by an user.

- case (D-3): if the request passes the above two stages suc-
cessfully, it might be found that a connection already exists
in the connection database. In such a case the request will be
refused.
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Figure 10: Denial of Connection Setup

- case (D-4): If the above cases don’t happen during a tunnel
creation process then the SB asks the resource database to
grant the request user has asked for. If the resource database
cannot meet that demand it sends a signal to the SB about
resource unavailability, and the SB forwards that message to
the user.

Other than case (D-1) an (D-2) whose actions are quite obvi-
ous, the connection termination request (Figurel1) might be re-
jected (case D-3) if no connection entry is found in the connection
database for deletion of a request or if the tunnel belongs to the
someone else other than the requester.

6 RESOURCE ADMISSION CON-
TROL

We have earlier discussed the mapping of an interface’s resources
towards various possible destinations. Since a 10 Mbps capacity
of an interface might be mapped to several destinations, the sum-
mation of those mappings may naturally be higher than 10 Mbps.
However, one should not over allocate resources and restrict the
number of tunnels originating from an interface as users might
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Figure 11: Failure in Connection Termination

observe poor performance otherwise. Therefore, for any ingress
interface if C'roTay is the total capacity reserved for VPN traf-
fic, Cuitocated 18 the bandwidth that is already allocated to existing
tunnels, and Cyeqyest is the requested capacity of the new incom-
ing connection, then C'ror 41, should be more than or equal to
(Callocated + Crequest)-

7 VPN PRICING

Although the current flat rate pricing with uniform best effort data
transport service is simple and attractive, it has many defects. It
provides a single level of service quality, and doesn’t allow users
to select what is best for their needs. To many, this leads to mis-
allocation of resources. To deal with this, there are proposals to
regulate the usage by imposing fees based on the amount of data
actually sent. This, however, is fundamentally flawed as usage
based fees would impose usage costs on the user whether the net-
work is congested or not and might even collapse the whole rev-
enue model [4].

7.1 VPN Pricing Model

With our VPN Service model defined in earlier sections, Inter-
net Service Providers are going to provide a variety of services
through multiple service classes (e.g. 1 Mbps, 2 Mbps or 3 Mbps
dedicated bandwidth) where each service class will provide a dif-
ferent performance. The objective is to allow users to select
among a choice of services, so that users who wish to use more
resources can pay accordingly.

In our implementation we have provided a method to compute
the price of a VPN which considers the reserved bandwidth of the
tunnel and the duration it was used. However, that price might
change over the duration of an active period, e.g. if we have spe-
cial tariffs for the day and the night. This actually reflects that
price changes as the load changes, i.e. we consider price to be a
function of resource and load. A 2 Mbps tunnel that is charged
4 cents per minute during peak period would not be charged the
same during off load period. Also a 2 Mbps tunnel that is spanned
over several core routers might be priced higher than a tunnel of
same capacity but spanning over few routers. In reality, most of

the costs will depend on the transmission lines and some of the
expensive lines might be consisting of fewer routers than the less
expensive lines of same capacity. In such cases tunnel price can
be set accordingly. Based on this idea we propose that pricing for
QoS enabled VPN tunnel should be calculated based on it’s net-
work resource reservation and the load during the time tunnel is
active. Therefore,

Price = f(Resource, Load)

This model works much like the telephone system when one
pays more for long distance call than a local call and price changes
at different times. As understanding of pricing by the users is cru-
cial for the success of managed VPN services, we believe this
model would be attractive not only to the users but also will sim-
plify the billing process for ISPs.
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Figure 12: Differential Tunnel Pricing of an Example Network

7.2  Differential Tunnel Pricing

As in our system resource is a single quantitative item usually ex-
pressed as 1 Mbps, 2 Mbps etc. it well understood how one can
price a pipe of various hop distances. For example, in Figure 12
both tunnel 1 and 2 are of 1 Mbps but tunnel 2 is priced higher
at certain times since it spans over 3 core routers, and therefore,
consumes more resources than tunnel 1. For the same reason tun-
nel 4 might be priced higher than tunnel 3 although both are of 2
Mbps. If tunnel 3 is highly congested line (or highly demanded) or
it’s installation cost was higher than normal cases (e.g. for inter-
continental links), the ISP might well set the price 3 higher than
tunnel 4 even thought it spans over less routers. Therefore, set-
ting up the pricing matrix depends entirely on ISP’s experience
and business practice. However, having said that, we still need to
incorporate load in the pricing formula. Normally, load changes
with time and we can, therefore, define a differential tunnel pric-
ing matrix as shown in Figure 12 where price changes with time.
If P;(t) denotes the price of tunnel i at time ¢ and T}, and T,
denotes the tunnel creation time and termination time respectively,
then Pror, the total computed price of the tunnel for the duration
(Tout - Tn), can be expressed as:



Tous
Pror = Y Pit)
Tin

In our implementation we have defined 24 time zones, i.e. the
price for a tunnel changes every hour. It is, however, possible to
have more or less than 24 zones. All that is needed to be done in
such a case is to define a similar pricing matrix based on the num-
ber of desired time zones. Again, how ISP should decide about the
number of time zones depends ISP’s experience with load fluctu-
ations from past and also on it’s policy. For example, if the load
is frequently changing then higher number of time zones might be
appropriate to reflect the high fluctuations of load on the price.

Based on our pricing model we will now show how one can
calculate the price of a tunnel for certain duration of time. Let us
assume that 7%, and T,,;; have formats like H1 : m1 and H2 : m2
respectively where H1 and H2 represent hour portions of time
while m1 and m2 represent the minute portions. If p;(h) denotes
the price of tunnel ¢ = 1,2,3,4...N (if we have N tunnels) for
time zone h = 0,1, 2,3, ....23 etc, then the total price of a VPN
tunnel can be defined as:

pi(h).Jm2 —m1] ifM=0

P — pi(h)[60 — m1] + p;i(h + 1).m2 ifm=1
TOT =) pi(h)[60 — m1] + S ptt " pi(h).60

+pi(h + M).m2 if M >2

where M = H2 — H1. We will now provide a few examples
using the formulas presented above and differential pricing matrix
shown in Figure 12. If a certain user has used a tunnel of 1 Mbps
from 6:10 a.m. to 6:20 a.m. between stub network B and C and
that tunnel happens to have the tunnel ID 1, then the price can be
calculated as: p; (6) *(20-10)=1*10=10 cents. If the same tunnel
is active from 6:10 to 7:20 then the price would be p; (6) *(60-10)
+ p1(7)* 20 =1*50 + 1*20 =70 cents. Again, if we setup a tunnel
having ID 4 between stub network A and D from 6:30 to 9:20,
then we can calculate the price as p4(6) *(60-10) + ps(7)* 60 +
p4(8)* 60+ pg(9)* 20 =1*50 + 5 *60 + 7* 60 + 9%20 =950 cents.

7.3 Billing

In section 5.2, referring to Figure 9, we explained that when
a VPN connection is terminated, the SB invokes the pricing
database to compute the price and send the record to the cus-
tomer’s billing database. In brief, the complete charging system
works as follows: if a new VPN request is accepted then that con-
nection along with the login time is recorded in the connection
database. After a certain period when the user disconnects his
VPN tunnel that entry is deleted from the connection database.
The SB then looks up the rate for the deleted tunnel from the pric-
ing database, computes it’s price using the formulas in above sec-
tion 7.2 for the duration of activation and then adds deleted con-
nection record along with logout time stamp and the computed
price to the billing database. The user can also, at any time, ask
the system to query the most recent billing.

In section 8.2 we will see that user catispp establishes a 1
Mbps connection between source 172.18.0.100 and destination
172.17.0.103 at time 6:17:20. Now, if the connection is terminated

at 9:23:14 then SB deletes the connection entry from connection
database as shown in table 6 and invokes the pricing database of
table 4 and calculates the price using the method that we have ear-
lier described. Once that is done, the computed total price, which
is 606.5 cents, termination time 6:17:20, and deleted connection
entry are added to customer’s billing database as shown in table 7.

8 EXPERIMENTAL SETUP: EXAM-
PLES AND RESULTS

To test our implementation of the broker system and it’s capa-
bilities to setup VPN tunnels and allocate QoS to the established
tunnels we ran some experiments in our campus network between
two private subnets and also over the public SWITCH [23] net-
work between Bern and Geneva. The topology we used is shown
in Figure 13.

We have three private networks with closed user group proper-
ties. The machine 172.18.0.100 is a Webserver containing some
pre-recorded MPEG-I streams and is located in a Private network
172.18.0.0 at the University of Geneva. Both 172.20.0.100 and
172.17.0.103 (also a webserver) are in two different networks at
the University of Berne. All the machines are connected to routers
having public IP addresses. Since machines with private addresses
are not able to talk to each other over public network unless they
communicate over tunnels, this setup is useful to demonstrate that
tunnels are really created when a registered user sends a requests
to the Broker via the web interface. The Broker runs on a machine
130.92.66.22 and communicates with the routers interfaces that
have public IP addresses.

Univ. of Geneve
172.18.0.100

webserver

172.20.0.100]

/

130.02.70.101 ) Univ. of Berne
Goppenstein

130.92.66.141
129.194.90.20 sarah

Appolo

130.92.66.22

2]
H

Public Internet

Univ. oﬁchc
I
SWITCH Network

172.17.0.103

Figure 13: Experimental Setup of VPN

The routers 129.194.90.20 and 130.92.66.141 are both Cisco
26xx while 130.92.70.101 is a 7206 router. All the routers
are IPsec and QoS capable. The hop distances between
129.194.90.20 and 130.92.70.101 is 10, between 129.194.90.20
and 130.92.66.141 is 9 and between 130.92.66.141 and
130.92.70.101 is 2. Ideally, to create Virtual Leased Line (VLL)
type service the interior routers between the edges should also be
DiffServ capable and be able to protect the traffic that are marked
as EF at the edges by using CBQ or WFQ. However, since we
didn’t have control over all these routers, we restricted the exper-
iments to tunnel creation and policing/shaping at the edge routers
over which we have complete control.



Table 2: Resource Table for the test Network

Stub
Network
172.17.0.0
172.20.0.0
172.18.0.0

Edge
Router
130.92.70.101
130.92.66.141
129.194.90.20

Generic Name
of Router
Goppenstein
sarah
Appolo

Outbound
Interface
FastEthernet0/0
FastEthernet0/0
FastEthernet0/0

Inbound
Interface
FastEthernet1/0
FastEthernet0/1
FastEthernet0/1

Tunnel Map
Name
cati-tunnel
cati-tunnel
genbern

Table 3: Interface Database for the test Network

Although we had around 1.5 Mbps between the router in
Geneva and routers in Bern during the daytime, we had ample
of capacity between the routers in Bern.

8.1 Setting up Databases for the Test Network

To give a clear idea how the Service Broker works we will show
how we setup the various databases that we discussed in section
4. Initially, we only need to setup the interface, resource, SLA
and pricing databases which are invoked during establishment or
termination of a QoS VPN tunnel. Tables 2, 3, 5, 4 show the
partial database entries for the test network.

8.2 Examples of Connection Setup

Consider an example when user catispp wants to establish a
1Mbps a tunnel between Host 172.18.0.100 and 172.17.0.103
which are in two different private networks. Once he submits his
request via the WWW interface the SB checks SLA validity, dae-
mon status and connection database. While checking the SLA
database (Table 5) it finds that catispp is a valid user (and pass-
word is correct), source and remote stub addresses are valid, and
requested rate (1 Mbps) is less than the maximum contracted rate
(4 Mbps). Assume that configuration daemon is on (i.e status is
1).

As no such connection (i.e. between source 172.18.0.100 and
destination 172.17.0.103) record exists in the connection database
prior to this request arrival, the SB now searches the resource
database for the availability of a 1 Mbps tunnel. Since the pri-
vate networks 172.18.0.0 and 172.17.0.0 are connected to routers
Appolo (ip address 129.194.90.20) and Goppenstein (ip address
130.92.70.101) respectively, the Broker actually looks for a 1
Mbps tunnel between these two routers. It turns out that tunnel
140 is the exact match and is also available. Therefore, appro-
priate configuration scripts are created and loaded to the router to
establish the reqgested tunnel. For details see [11].

Tunnel 00:00- 1:00- 6:00 - 7:00 - 8:00- 9:00 - 23:00-
1D 1:00 2:00 . 7:00 8:00 9:00 10:00 24:00
140 1 1 15 35 4 4 1
141 1 1 2 4.5 55 55 1
142 1 1 15 2 25 25 1
143 1 1 2 3 35 35 1
144 1 1 15 35 4 4 1
145 1 1 2 4.5 5.5 55 1

Tunnel Ingress Router Tunnel Source Egress Router Tunnel Destination Bandwidth Status User Password Maximum Source Stub Remote Stub
1D Address Address in Mbps D BW in Mbps Address Addresses
140 130.92.70.101 130.92.70.101 129.194.90.20 129.194.90.20 1 1 catispp ko 4 172.18.0.100 172.17.0.103 172.20.0.103 172.17.0.103
141 130.92.70.101 130.92.70.101 129.194.90.20 129.194.90.20 2 1
142 130.92.70.101 130.92.70.101 130.92.66.141 130.92.66.141 1 1
143 130.92.70.101 130.92.70.101 130.92.66.141 130.92.66.141 2 2
144 130.92.66.141 130.92.66.141 129.194.90.20 129.194.90.20 1 2
145 130.92.66.141 130.92.66.141 129.194.90.20 129.194.90.20 2 2 Table 5: SLA Database for some users

Destination Bandwidth Tunnel
Address in Mbps 1D
172.17.0.103 1 140

User Source
1D Address
catispp 172.18.0.100

Activation
Time
6:17:20

Table 6: Connection Database

8.3 Performance Results

This section describes the performance of various QoS enabled
tunnels that are setup by our Service Broker. The main intention
here is not to find out the influence of buffer size or burst length on
shaping or policing algorithm to illustrate performance changes,
but rather to show the readers that such QoS mechanisms work
with VPN tunnels established through our managed system.

For the demonstration of performance, we played some MPEG-
I streams over various VPN tunnels. We selected three public do-
main bitstreams that we believe constitute a reasonable data set.
Table 8 presents the characteristics of the bitstreams. Here, the
three bit streams have different bit rate requirements.We believe
the best metric to judge the performance of the QoS VPN tunnels
is to measure to what extent the required bit rate is achieved while
playing over those tunnels in real time.

Figure 14(a), 15(a), 16(a) show the bit rate distributions of the
MPEG streams of northamerica, heuris and sayit. These rate con-
sider the video frames only although the overall rates are higher.
We first established a 1.25 Mbps VPN tunnel between routers
Goppenstein and sarah for webserver (source) 172.17.0.103 and
station 172.20.0.100 running MpegTV [15] player and played
stream northamerica over that tunnel. As we can see from Ta-
ble 8 that northamerica requires a rate 1.2184 Mbps, the trace of
the recevied traffic as shown in Figure 14(b) demonstrates that ca-
pacity allocation was adequate to transmit this stream smoothly.
In another set of experiments we again created 1.5Mbps and 2.5
Mbps VPN tunnel and ran heuris and sayit respectively. Both of
these streams require 1.411 Mbps and 2.457 Mbps respectively.
Output traces as shown in Figure 15(b) and 16 (b) again prove
that allocation was sufficient.

Again, sayit was run from webserver 172.18.0.100 to station
172.20.0.100 over a tunnel between routers Appolo and sarah
without any QoS enabled to it . Figure 17 shows the correspond-
ing output trace. Since sayit requires 2.457 Mbps and no capacity
was specifically allocated to the tunnel the stream ran at a slow
frame rate. When at around 175th second some udp traffic was
sent over the tunnel to fill up the pipe, this aggressive udp traf-
fic completely stopped the transmission of the MPEG-I stream.
When the udp transmission was stopped the stream again started
running but still at a much slower rate than actually required for
it. This further demonstrate the need for QoS in VPN tunnels and
also show that such QoS mechanisms can work with various tun-

User Source
1D Address
catispp 172.18.0.100

Destination Bandwidth Tunnel
Address in Mbps 1D

172.17.0.103 1 140

Price in
Cents
606.5

Termination
Time
9:23:14

Activation
Time
6:17:20

Table 4: Tunnel Pricing Matrix for Example Network

Table 7: Billing Database for user catispp



Stream Stream Frame Frames/ Bit Rate (Per Sec.) Mux Rate (Per Sec) I:P:B
Size (bytes) Size Second only video with audio Ratio
northamerica 31096832 352x240 29.97 1.008 1.2184 18:31:51
heuris 20595900 352x240 29.97 1152 14112 15:44:41
sayit 78021332 352x240 29.97 1.856 24576 15:41:42

Table 8: Sample MPEG-I Bitstreams

neling methods.
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Figure 14: (a) Bit Rate Distribution of Video Framely Only for
northamerica, (b) Output Traces over a 1.25 Mbps Tunnel

9 SUMMARY AND CONCLUSION

In this paper we have described the implementation of a Service
Broker that allows registered users to establish and terminate QoS
enabled VPN tunnels dynamically. As today’s network infrastruc-
ture continues to grow, the ability to manage increasing network
complexity is a crucial factor for QoS enabled VPN solutions. It
is estimated that almost 40 percent of the total VPN budget in
an organization is spent for deploying and management of VPN
and network analysts advocate outsourcing the VPN services to
the ISPs [25]. Based on these industry needs we have developed
our VPN management system to be deployed by ISPs that would
not only alleviate the pain of corporate administrators who often
need human resources and huge amount of time in such complex
implementations, but also benefit the service providers form the
economic point of view.

The current version of our implementation supports a single ISP
domain with simple SLA mechanism. Advanced SLA and edge
configuration mechanisms have been addressed in [13]. Once we
have better understanding of the dynamics of internal behaviour
of such a managed system we will implement the ESB to provide
end-to-end service across multiple domains. We need a robust sig-
nalling protocol for end-to-end resource allocation and our work
[12] in this area is ongoing.
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Figure 15: (a) Bit Rate Distribution of Video Framely Only for
heuris, (b) Output Traces over a 1.50 Mbps Tunnel
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